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Preface 

Modern Artificial Intelligence is a branch of computer science that relates computers 
with nature in two complementary ways. On the one hand, it aims to provide 
computers with the intellectual abilities of natural creatures—animals and humans—
such as the ability to learn, think, and speak. On the other hand, it studies very 
powerful ways existing in the nature for solving highly complex search and 
optimization problems. In many cases the solution is a combination of the two: a 
naturally-inspired algorithm used to make the computer more human-like. 

This volume contains 20 carefully selected internationally peer-reviewed and 
revised original research papers on both theoretical advances and practical 
applications of artificial intelligence techniques. The papers are structured into the 
following six sections: 

– Neural Networks and Genetic Algorithms 
– Natural Language Processing 
– Human-Computer Intrefaces 
– Information Retrieval 
– Robotics 
– Intelligent Tutoring Systems 

The volume will be useful for researches and students working in the respective 
areas of artificial intelligence, as well as for all readers interested in artificial 
intelligence research and applications. 

This volume is a result of work of many people. In the first place we thank the 
authors of the papers included in this volume, for it is the technical excellence of their 
papers that gives it value. We thank also the members of the International Editorial 
Board of the volume and the additional reviewers for their hard work on selecting the 
best papers out of many submissions we received. We would like to thank Edgar 
Gatalán Salgado and Alejandro Cuevas Urbina, as well as the personnel of the Center 
for Computing Research of the National Polytechnic Institute, in the first place Oralia 
del Carmen Pérez Orozco and Ignacio García Araoz, for their indispensable help in 
the preparation of the volume, with special thanks to Israel Román. 

With this 20th volume and the previous one we commemorate the 10th anniversary 
of the Center for Computing Research of the National Polytechnic Institute, the 70th 
anniversary of the National Polytechnic Institute, and the 15th anniversary of CIC, the 
International Conference on Computing. 

 
 

May, 2006 Alexander Gelbukh 
Sulema Torres 
Itzamá López 
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Feature Extraction and Automatic Recognition            
of Plant Leaf Using Artificial Neural Network 

Qingfeng Wu, Changle Zhou and Chaonan Wang 

Institute of Artificial Intelligence, Computer Science Department, 
Xiamen University, 361005, Fujian, P.R. China 

qfwu@xmu.edu.cn 

Abstract. Plant recognition is an important and challenging task. Leaf recogni-
tion plays an important role in plant recognition and its key issue lies in whether 
selected features are stable and have good ability to discriminate different kinds 
of leaves. From the view of plant leaf morphology (such as shape, dent, margin, 
vein and so on), domain–related visual features of plant leaf are analyzed and 
extracted first. On such a basis, an approach for recognizing plant leaf using ar-
tificial neural network is brought forward. The prototype system has been im-
plemented. Experiment results prove the effectiveness and superiority of this 
method. 

1   Introduction 

The recognition and identification of plant has great significance to explore genetic 
relationship of plant and explain the evolution law of plant system. However it is a 
very time consuming task, which is usually done by botanist currently. When recog-
nizing and identifying plant, people usually observe leaf, flower, stem, fruit and so on 
to extract discriminating feature [1]. Because such discriminating features can be di-
rectly observed and obtained by people when they observing leaf images, people ex-
pect to fulfill the recognition and identification of plant automatically or semi-
automatically by computers [2]. 

As an important organ of plants, recognition and identification of leaves is an im-
portant step for plant recognition and identification. In addition, leaves of plants are 
planar and easy to be input into the computer by scanner and digital camera. At pre-
sent, most of related work focuses on the study of leaf images of plant. Im. [3] recog-
nized maple leaves by the shape. Wang. [4] represented the shape of leaf with a cen-
troid-contour distances curve. The problem of the above methods lies in the simplicity 
of the description of leaves feature. Namely these methods mostly focused on contour 
of leaf and neglected other features such as leaf dent, leaf vein and so on. Fu. [5] ex-
tracted leaf vein from leaf images by neural network, but did not further present the 
features of leaf vein. Zhang. [6] retrieved the standard tobacco leaf database by the 
features of color, texture and shape (mainly perimeter and area). The problem of this 
method is the lack of representation of domain features of leaves. 

We believe that the key issue of leaf recognition, which is the same to that of plant 
recognition, is whether extracted features are stable and can distinguish individual 
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leaves. Following this idea, features of shape, margin, dent and vein are extracted first 
in this paper to represent leaves; On such a basis, an approach for recognizing plant 
leaf using artificial neural network is brought forward. The prototype system has been 
implemented and the experiment result proves the effectiveness and superiority of this 
method. 

The rest part of the paper is organized as follows. Visual features of leaf images are 
described in Section 2. An approach for recognizing plant leaf using artificial neural 
network is brought forward in Section 3. In Section 4, experimental results and dis-
cussions are presented. In Section 5, conclusions and further work are given. 

2   Extraction of Leaf Image Features  

Visual features of image can be classified as general visual features and domain-
related visual features. General visual features, such as color, texture and shape are 
used to describe common features of all the images and have no relation with specific 
type and content of images. For leaf recognition, domain-related visual features of 
leaf image should be extracted. Combined with the morphology characteristic of 
leaves, several domain-related visual features are extracted with consideration of three 
aspects of leaf: shape, dent and vein. 

2.1   Leaf Shape 

Shape of objects is greatly helpful to object recognition and retrieval. In this paper, 
four visual features are defined to represent the shape of leaf.  

Slimness (F1): this feature is defined as the ratio of length to width of leaves as 
Formula 1, 

2

1_
l
lslimnessShape = , 

(1) 

 

where,  is the maximum length between the bonding point of leafstalk with leaf sur-

face and all the points at the leaf margin.  is the maximum length of line between 

the points on  leaf margin which is vertical to . 

1l

2l

1l
Roundness (F2): the feature is defined as Formula 2, 

2

4
_

P
AroundnessShape π

= , 
(2) 

where,  is the area of leaf image; A P  is the perimeter of leaf contour. And round-
ness expresses the extent to which a shape is a circle [7]. A circle’s roundness is 1 and 
a long bar’s roundness is close to 0. 

Solidity (F3): this feature is defined as Formula 3, 

4    Qingfeng Wu, Changle Zhou, and Chaonan Wang 



2

1_
S
SsolidityShape = , 

(3) 

where,  is the internal area connecting the valley points;  is the external area 

connecting the top points(as shown in Fig. 2). Solidity expresses the degree of split-
ting depth in a leaf [8]. 

1S 2S

           

Fig. 1. Internal and External Shape              Fig. 2. Possible Directions of Point  1+it

Moment invariants (F4~F10): slimness and roundness describe the shape feature 
of leaf to some extent. However, such description is rough. In order to describe the 
leaf shape in detail, this paper adopts moment invariants as shape describer. Please re-
fer to ref. [9] for the detailed formula. 

2.2   Leaf Dent 

Leaf margin and leaf dent contain rich information, and they play an important role in 
leaf image recognition. In the following some visual features are extracted to repre-
sent leaf margin and leaf dent. 

Coarseness (F11): this feature expresses the coarseness of the leaf margin and is 
defined as Formula 4, 

'
_

P
PmarginDent = , 

(4) 

where, P  is the perimeter of leaf contour, and 'P  is the length of internal border.  
Features of leaf dent: leaf dent is regarded as detailed patterns on contour shapes, 

and wavelet maximum (i.e. Wavelet Local Extrema) is used to represent the features 
of leaf dent (for example the size, sharpness, angle)[10]. The describer can be ob-
tained by the following wavelet transformation as shown in Formula 5. 

)()()( tttW ss ψθθ ∗= , (5) 
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where, , js 2= j  is the level corresponding to scale s , 0=j ,…, .n )(tθ  is the 

tangential orientation change along the contour and t  is the arc length from the start-
ing point on the contour shape.  

The extrema are extracted and each extremum describes a corner appearing at a 
certain scale. The following feature vectors are described. 

Size (F12): this is the largest scale at which the WLE of a leaf dent appear. 

)(log_ 2 tssizeDent = , (6) 

where,  is the top scale. ts
Angle (F13): this is measured by the extremum value at each scale. 

vv ss eangleDent =_ , (7) 

where,  is the angle at scale . 
vsangleDent _ vs

Sharpness (F14): This is measured by estimating the Lipschitz exponent of the 
WLE values. 

α
α

=
−∗≅

sharpnessDent
sexpAes

_

)(
 , 

(8) 

where, α  is the Lipschitz exponent and  is a constant. A

2.3   Leaf Vein 

As an inherent trait, the leaf vein definitely contains the important information despite 
of its complex modality. The venations of main vein and secondary vein are usually 
similar to the structure of whole plant. By analyzing the venations, more detailed 
characteristic of leaf, even that of the whole plant can be obtained [11]. In reference 
[5], modality of leaf venation can be extracted accurately. Based on this work, further 
features are extracted to present the leaf vein. 

Ramification (F15): the number of ramification of the main vein can be used to 
measure the complexity of venation. By watering the main vein from the end point of 
leaf stem, the number of the ramification is the diffluent times of the water when it 
flows along the main vein. It is defined as the following Formula 9[12,13]. 

i

i

l
fc

onramificatiVein =_ , 
(9) 

where,  is the length of main vein,  is the number of ramification. il ifc
Camber (F16): camber expresses the degree of crook of main vein. 

 represents a main vein, and , ,  are the three continuity 

point. Supposing the positions of , are determined,  may has seven direc-

},...,,{ 10 ntttT = 1−it it 1+it

1−it it 1+it
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tions as shown in Fig. 3. When the direction of  is , , ,  reveal linear 

relation in this domain, that is, and the main vein has no turning at the point of . 

Otherwise, vein has turning at the point of [12,13].  

1+it
0

1+it 1−it it 1+it

1+it

1+it
Camber is defined as: 

1
_

+
=

n
rncamberVein T , 

(10) 

where  is the number of turning of main vein. Trn

3   Computational Model for Recognizing Plant Leaf 

There are a great many recognition methods. In this paper, we use a feed-forward 
back-propagation neural network. The selected neural network has 3 layers, input 
layer with 16 nodes, hidden layer with 32 nodes and output layer with 6 nodes. The 
number of nodes of input layer is the same as the number of extracted features, and 
the number of nodes of output layer is the same as the number of plant categories to 
be recognized. Back propagation algorithm is used to train the neural network [14,15]. 
And minimize the error between real output and expect output by adjusting the weight 
of connections. 

The trained NN are embodied in the plant leaf recognition system. Figure 3 shows 
the flow chart of our approach of recognizing plant leaves.  

 

 

Fig. 3. Block Diagram of Plant Leaf Recognition Approach 

4   Experiments and Discussions 

4.1   Validity Evaluation of Visual Features 

The effectiveness and stability of extracted visual features plays an important role in 
recognition system. So the first experiments were to examine the validity of leaf vis-
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ual features discussed in this paper. Each time only one feature was used as the rec-
ognition feature. The recognition rate is shown in Fig. 4.  
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Fig. 4. Recognition Rate of Individual Feature 

Based on the experimental result shown in Fig. 4, the following conclusions can be 
drawn: 1) Different visual feature has different ability of distinguishing leaves. Owing 
to it, these features can be classified into the global features and the local features. To 
improve the recognition performance, a hierarchical recognition method for leaf im-
age is to be brought forward in the further work. 2) We should not use exclusive vis-
ual feature to represent image because exclusive feature doesn’t have strong ability to 
recognize the species of plant leaf.  

4.2   Performance of Leaf Image Recognition 

Moreover, the recognition process was carried out with all the visual features of leaf 
images. We collected six kinds of plant leaf images, and there are thirty images in 
each category. These images are separated into the training set and the test set respec-
tively with the ratio of 6:4. The experiment result is shown in Table 1. 

Table 1. Recognition Performance of Visual Features with Different Size of Training Set 

 

Recognition Accuracy Rate (%) 
Plant Species 

54 (50%) 108 (100%) 

P1 91.0% 94.4% 
P2 94.6% 95.2% 
P3 89.7% 91.1% 
P4 92.5% 96.8% 
P5 95.2% 98.6% 
P6 96.3% 97.9% 
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From Table 1, we can conclude that the recognition of leaves with all selected vis-
ual features is satisfying and the recognition performance is improved after trained 
with different size of training set. The experiment results validate the high ability of 
extracted features to distinguish different kinds of leaves. 

4.3   Experiment of Leaf Recognition   

The recognition system in C++ has been implemented on a PC (CPU: PIV 2.6GHz, 
RAM: 512M). Based on 1200 leaf images, the average time recognizing one image is 
about 0.45 seconds and the training time is about 12.3 seconds. Fig. 5 shows the first, 
second, third and the fourth most similar candidate to the leaf to be recognized.  

 

 

Fig. 5. Result of Leaf Image Recognition 

5   Conclusions 

The key issue of leaf recognition lies in whether selected features are stable and have 
good ability to discriminate individual leaves. In this paper, from the view of plant 
morphology (such as shape, vein, dent and so on), domain-related visual features of 
plant leaf are analyzed and extracted. On such a basis, an approach for recognizing 
plant leaf using artificial neural network is brought forward. To prove the effective-
ness of the methods proposed in this paper, a series of experiments are conducted. 
Experiment results prove the effectiveness and superiority of our methods. 

Our future work will focus on: 1) the extraction of plant leaf from the image with 
background consisting of various objects; 2) the construction of hierarchical recogni-
tion model of leaf image. 

Acknowledgment 

This work was supported by National Science Foundation of P.R. China (60275023). 

Feature Extraction and Automatic Recognition...       9



References 

1. T.E. Weier, C. R. Stocking, et al. : Botany: An Introduction to Plant Biology. John Wiley 
and Sons(1982) 

2. Hengnian Qi, Tao sh., Shuihu Jin: Leaf Characteristics-based Computer-aided Plant Identifi-
cation Model. Journal of Zhejiang Forestry College. 20(3), 2003:281~284 

3. Im. C., Nishida, H.,anh Kunii T.L.: Recognizing Plant Species by Leaf Shapes- a Case Study 
of the Acer Family. In Proceedings of IEEE International Con. On Pattern Recognition, 
1998:1171~1173 

4. Wang Z, Chi Z, Feng D, Wang Q: Leaf Image Retrieval with Shape Features. Lecture Notes 
in Computer Science 1929. In: Laurini R ed. Advances in Visual Information Systems. Ber-
lin: Spring-Verlag, 477~487 

5. Fu H, Chi Z, Chang J, Fu X: Extraction of Leaf Vein Features Based on Artificial Neural 
Network-Studies on the Living Plant Identification Ⅰ. Chinese Bulletin of Botany. 21(4), 
2004:429~436 

6. Zhang B, Zhang H: Content Based Image Retrieval of Standard Tobacco Leaf Database. 
Computer Engineering and Application.2002.07:203~205 

7. Jain AK: Fundamentals of Digital Image Processing, Prentice-Hall, London ,UK,1989 
8. Takeshi Saitoh, Toyohisa Kaneko: Automatic Recognition of Wild Flowers. In Proceedings 

of IEEE International Con. On Pattern Recognition 2000, Vol. 2:507~510 
9. Ming-Kei Hu: Visual Pattern Recognition by Moment Invariants. IEEE Trans. on Informa-

tion Theory. 8(2), 1962:179~187 
10. Ershad Husseein, Yuichi Nakamura, Yuichi Ohat: Analysis of Detailed Patterns of Contour 

Shapes Using Wavelet Local Extrema. In Proceedings of International Con. On Pattern Rec-
ognition, 1996:335~339 

11. Ash A W, Ellis B, Hickey L J, Johnson K R, Wilf P, Wing S L: Manual of Leaf Architec-
ture: Morphological Description and Categorization of Dicotyledonous and Net-Veined 
Monocotyledonous Angiosperms. Washington D C: Smithsonian Institution, 1999: 26~27 

12. X.S. Zhou, T.S. Huang: Edge-based Structural Features for Content-based Image Retrieval. 
Pattern Recognition Letters, 2001, 22:457~468 

13. J.W Han, L. Guo.: A Shape-based Image Retrieval Method Using Salient edges, Signal 
Processing: Image Communication, 18,2003:141~156 

14. B.D.Ripley: Pattern Recognition and Neural Networks. Cambridge University Press,1996 
15. K. Mehrotra, C. K. Mohan, and S. Ranka: Elements of Artificial Neural Networks. A Brad-

ford Book, The MIT Press, Cambridge, Massachusetts, London, England, 1997 

10    Qingfeng Wu, Changle Zhou, and Chaonan Wang 



������� �	
����
�� ��� �
�
��������	 ��	����� �� ����������	 ����	���

���
��� ���	���� ����	 ���������

������ ���	
�

�	��	� 
�� ���	����	�� ����	��� ����	��	� ��������	 �
 �	��������
������ ����	��	�� ����	��	�� ��	�� �	�� �� �!� �"#���

��������	��
���


��������� $ ��
��� �
 
�������� ���� ����%� � �	�	��� ��������� �� ��&
����'	 
���������� %������ �������� ����� 
�������� �� ��	�	��	
 ��
 ��&
��	�	��	
 
�� ������� ���	������� ���	 �������	� �
 ����������� ���(�	��

��� �������) ) ) )

� ������������

��	 ������� �	�
����
 *+$,- � . ��� (	���	 ������� �� �� � �	���(�	 ������	�&
�'	
 �	���
 
�� ������� ���(�	�� 
��� � %�
	 ����	 �
 
������� ���� �� 
�������
������'������ ���
���� ��	� 	�	� �� ������	��� �����
��	������� �	���� ����	�)
$ ����	������� +$ �� � ���������� �	���� �	���
 ������	
 �� ������� �	�	�����
��
 ��	 
��%����� �
	� �
 ��	 �������� �
 ��	 /��	�� �� %���� ��	 �����(�	 ����&
����� �
 � ���(�	� *�	������������ ��	 ������ �� ��	 �	���� ����	, ��	 ��
	
 ��
/#	
&�	���� ������� �
 �������	�� �
 �� �����(	� *������� (�����, ���� �	�	�(�	
��	 ���������	� �
 ����	 (	����) $ +$ 	����	� � ���������� �
 �	���� 0������1
����	� ���
���� ��������� ��	�����	�� �� ��	� ��	������ �
 ��	����
�� ��
��
���
��
 
�����
� 
�� ��	����� �	% ����������� *�	�	�������,)

�	�	����� �������� �� ������ � �������������� (���	� ���(	� �
 �2������ ��
��	 /��	� ��
���
���� �� ��	 �������	������� ���� ��3	 ��	� (	��	� ��	����) ��	
���(������� �
 ���� �������	������� 
�� �	�	������ �	% ��
���
���� �� ����	�	

������� �������	�� ���� �� ��	 ���	������	 �
 �������� �
 ��	 ������� �
 �������	��
�
 �%� ��
���
���� ����	
 ���
����� ������ (���� �� �%� �	% ��
���
���� 
�� ��	
�	#� �	�	������) �� ��� �����	�� 
��� �� � +$ ��� ��
���
���� ��	 �	���	
 *
�	,
�
�	� �	���
������)

��	 ���� ��	�����	 ��	� �������� �� ��3��� ���
�� �����	� �� ��	 ������� �

��
���
���� ����	� %��� � ����� ���(�(������ %���� �� ���	
 �������� �
�	� ��	
������� ����	�� ���� �� �	�	�(�	�) $
�	� ���	 �	�	������� ��	 ��
���
���� �	�
 ��
����	�����	 �����
 ��	 /��	�� 0������1 �� ��	 �	���� ����	� �� �� ��� (	 ���
 ����
��� �
 ��	 ����	�� %�� � %�� �
 ������'��� ��	 
������� 	�����	
 �� 
	�	����	
��	 /�����)

��	 ��	
������� 3��
 �
 ������'����� ���(�	�� �����3	
 %��� +$� �� 
��	
���	 (		� ����	 �� %���� ��	 ������� �
 �� �����(	� ���� ��3	 ��	 	������� ���&
������� ��
	 ���	����� ������ �� � �����
��	������� ����	� %�	�	 	��� 
��	�����

© A. Gelbukh, S. Torres, I. López (Eds.)
Advances in Artificial Intelligence
Research in Computing Science 20, 2006, pp. 11-16



�	��	�	��� � �����	�	� �� �����(�	 �
 ���	�	��) 4�	� ��	 ���	����� ��������� �
 �
���(�	� ��	 ������
�� ��
 ��� ������� �� �� �� ��	 ���	 
�� ����������� ���(�	��
- .� ��	 ���� ������� +$ �������� 
	�	���	
 �� 
��	 ��� (		� ���� �
 ��������
� �	� �
 �������� ����� 
�������� ��
 ���(����� ��	� �� ��	 /��	�� %��) ��	�	 ��	
�%� ���� %��� 
�� 
���� ��5 %	����	���� ��	�� ���	 %�	�	 � ������ �
 %	����� ��
�� ��
���
���� �� ����� ������� ��
���

��� *+6, - . %�	�	 ��	 ����� 
��������
��
 ��	 ����	������� ��	������ �		
	
 
�� ���(����� ��	� ��	 ��	 �����(	�
���� ���	� ����	 �� 	��� �	�(	� �
 ��	 ����������)

�� ���� ���	� � %�� �� 
��	���� �	��	�	�� ���	����� 
�������� �� ������� *��
�&
��
����, �
 � +$ �� ��	�	��	
� 
����%	
 (� ��� ����	��
�� ����	�	������� �� ���	
�������	� �
 ����������� ���(�	�� 
��� �������)

! ��
�	�� ����� ��� ��� "��	 �����

�	�� ��3	 � �� ��	 �����(	� ����	� �� ��
	 ��
���
����) �� ��	 ���	�����	 �
 +$�
*%������ ��3��� +6 ���� �������, �%� ���� �����(	�� ��	 ������� 
������	
�
��	 �� ����	
 ������ ����� � � �� � ��
 ��	 ���	 ����� � � �) 7�	� %�	�
��	�	 �� ��� ��� ��	���� �	��������� �� � �� ��	 
	/������ �
 ��	 +$� ���� ��	
�������� %������ ���� �� ���� 
��������	 ��	 �	�	
��� �
 ��	 /��	�� �������	�������

�� �(������� ���	���(�	 �	������ �� �� ������� ��% ��	 ���	����� �� ��	 /	�
 ���
(		� (���	
 ��%��
 ��	 (����� ��
 �	�� �����(	��) 8�	 �
 ��	 ����� �
 ���� ���	�
�� �� 	����'��	 ��	 ���������	 �
 
������� ���	����� �� ���	� �����(	��� �� ��	
	#��� ��
�������� ���� �� �����(�	 �� �	� 
��� ��	�� ��	��/����� �� �� ����	��
��	� %���� %��� (	 ����	
 
��� ��% �� ����	�� �����) $�	�9� ������� �	�	� :���
�	�� �	�	�; ��	 
���������� ��
	 �� (��	
 �� ��	 �������� 
������	� 
��� ����
����	� ��	 ��� ���(	�� - .� ��	� ��	 �� 	����� (� ��	��	��	�)

��	 ������� �	�	� ��
	 ��	�	%��	 
�������� �� � ������ � �
 ��	 ����	� (	�%		�
	��� ����	�����	 ���� �
 ���	�� �	��	���) <�� ��� ���(������� �
 ����	� �� ��
�����(�	 �� ����	 ��
 �����	 ��	 ����	����� �� /� ��	 ������� ��
 /��� 
	���	

����	�) ��3��� �� � ����� ��
 �� � ���� � �� ��	 ������� ��
 /��� ����	� �
 ��	
��	�	%��	 
������� �� � ����� �� (	 �	��	�	��	
 �� ��	 ����	 ���� �� � %��� ���
���	�� �	��	��� ��
 � � �� �� � � � � � � ��	 ��
��� �� 
	/�	
 �� 
����%�5

	 �
�
��� � ���� 	 ��� � ����


 � 
����
��� � ������� � ����

�� �

�
� ��
���


��� ���

�
� ����

���

��

�
	


�
�

	

�
� ��
���


��� ���

�
� ����

���

��

�
	


�
�

� � 
����

�
� ��
���


��� ���



����
���

��

��
��
���


��� ���



����
���

��

�
�

12       Toledo Suárez C. 



�� � �� 	

��
���

�
	��

�

��� ���

�
� ����

���

�� � � 	 

�
	 *=,

�� � �� 	
��
���

�
	��

�

��� ���

�
� ����

���

�� � � 	 

�
	 *>,

4�	�	 �� � �� � � ��
 
 �� � ������ �
 �	�� ���(	�� � � 
� � � ����
��
	� ��	 �	�����	 �	���� �
 	��� ���	�� �	��	�� ��
 ���	��	� %��� � 
���� ��
��
���
���) ?����� *=, ��
 *>, %	 ��� 
����	� 
	/�	5

��� �
�
	��

�

� ���

�
� ��
���

�� � � 	 

�
	

��� �
�
	��

�

� ���

�
� ��
���

�� � � 	 

�
	

��� � 
��

�
� ��
���

�� � � 	 

�
	 *@,

���� � 
���������� 	 �
�
��
�
�������� *�,

��3��� �� � ����� �� ��	 	��������� �� �� �
 ��	 
������� ���� ������'	� ��	

���������� 
�� ��	 (	�� 
���
 ��
���
��� %	 ���	5�������� � 
����

�
����� ����
� 	����

�
���

����� � � *A,

7B������ *A, �� � �	����	 �
 ��	 	���� �
 ��	 (	�� �����#������� 
���
 ����
�����/	� ��	 ��C�	��	 �
 � ����	� �����	 �
 � �����
��� �� ��	 ���(�	�) �
 � ��
��� ����� ��	 	���� ��� (	 ���	�� �������	
 (�� �
 �� �� ��� (�� ��	 �	���� ����	
���%�)

�������� ��	 
�2	�	��	� �� � �	��� �
 � ��
 � ��	 �	���� ����	 	#����	
 ���
� ��'	 �
 �����#����	�� ����� � �����)

# $%��&	��

��	 ��	�	��	
 ��
��� %�� ��	
 �� ����	 �������	� �
 
��� %	�� 3��%� �����������
���(�	�� 
��� �������) �� 	��� ���	 ��	 ���������� ��	
 ��
 � ��'	 �
 =DD %���
� � ���� �������	� (��	
 �� ���	��������� ����	� %��� ���(�(����� �
 = 
��� ���&

���� ����	
 ��
���
���� �
�	� �� ����	 ����	� �� �����	 *��	 ����� �������	�,�
�������� ���
���� *��������, ����	� �� ��	 ����	 
��� �� %��� ���(�(����� �

����� ��
 ��� �	�	�������) ��	 ���(	� �
 ���� ��
	 
�� ��� ���	� %�� �	�) <��

Genetic algorithms for the numerical solution of variational problems...        13



��	 ���		 /��� ���	� �� %�� ��� �		
	
 ��	 �	�� �
 
� �� 
� � �� (�� ��� 
�� ��	
���� %�	�	 � � 
� � �) ��	 ��������� %�� %����	� �� �$��$E ��
 ����	�	��	

�� � �	������ ������	� %��� 6	�����*F,� �6G� >)�+?'� �� �E F$�)

#�� '��(� �� �
������ )������� �� �
� $��	����� �	���

��	 
��������� �� ������'	 ��

� �

� �� ���

�����

�
����� 	 �����

%���	 3��%� �������� - . �� ��	 �������� ���	 � � �� 	 �) <�� ��	 ���	 �� �
�� � �� � �� �� � � %��� ������� � � �� ��	 ��	���	 �������� 
���
 (� ��	
��������� %��� � � ������ %�� � � � 	 ����� ���� %��� ����
��
 
	������� �

���� ����)

#�! '��(� �� *������ "�(�	����� ����

�����
	���� �%� �����	� ���#��� %��	 �����	� �� (	 ����	��	
 (� � ���
��	 �

������� ��	� ���� �� �	�	���	
 (� �	������� � ����	 ���� �(��� ��	 �&�#��� ��	

��������� �� ������'	 ��

� �

� �� ���

�����

���
�
����� 	 �����

%���	 3��%� �������� - . �� ��	 ���	���
 � � ������� 	 ����) <�� ��	 ���	
��� � �� � ���� �� � �� � � %��� ������� � � ������� ��	 ��	���	 ��������

���
 (� ��	 ��������� %��� � � ������ %�� � � ������ %��� ����
��
 
	�������
�
 ���� ����)

#�# ������+� ������&	�

$����
��� �� <	����9� ��������	 ����� %��� 
����% ��	 ���� ���� 
�� %����

� �

� �� ���

�����

���� ��
�
����� 	 �����

�� ������� %�	� � �� ��	 ��
	# �
 �	
�������) 4�	� � � �� ��	 �������� ��
� � ����� �����	 ���) <�� ��	 ���	 ��� � �� � �� �� � �� � � %��� �������
� � ������� ��	 ��	���	 �������� 
���
 (� ��	 ��������� %��� � � ����� %��
� � ������ %��� ����
��
 
	������� �
 ���� ����)

#�, �
� $���
��� �� �
� -����
�� ����

��	 ��
���	� ���� - . �� ��	 B������ ����	� ��
	 �
 � ������ ��
 �� 	�	�&
���� %���	 	�	���	�� %������ ��3��� ���� ������� ��	 
	�	�	����	�� ��� (	 
���

������'��� ��	 
���������

�	 �
�

�

� �

�

�
�
�

��
����	 	

�
���� ����
����

� ��

�����

�
��	

�
��

14       Toledo Suárez C. 



%��� � �
��
�
��	��� �	��� � �		� �	��� � �� 	

�
	 �� ��	 ���(�(����� 
�����(�����


�� ��	 ��
��� �������� �
 ��	 	�	������ � �� ��� �����	� � �  
 ��� 
 	 �� ��	
�	
��	
 ���� �
 ��	 ����	�� �� ��	 �	��������� �
 
�		 ����	 ��
 � ��	 6����39�
�������� 
���
	
 (� ��) ��	 	�	���	� �
 ��	 ����	� ��	 ���	
 (� ��	 	B������
�	 � �������� 	H���)

��	 ��������� %�� ��	
 �� /�
 ��	 ���		 /��� 	�	���	� �
 ��	 ����	�) �� ����
���	 ��	 �	���� 
���
 (� 	��� ��� 
	�	�
� �������� �� � ����� �����	 �
 �� ����
���� �	��� �� � �) <�� ��	 �����
 ����	 �� � �������� 	H ��	 (	�� 
���
 %��
�(��� 	���� ���	� ��	 E��� ��
���� ��	 ��	���	 �������� 
���
 (� ��	 ���������
%�� �� � �������� 	H %��� � ����
��
 
	������� �
 ����� 	H) <�� � � �� �� �
�������	H� ��	 (	�� �����	 
�� �� ��
	 %�� �(��� /
�		� ���	� ��	 E��� ��
���
��
 ��	 ��	���	 �������� 
���
 (� ��	 ��������� %�� �� � �������� 	H %���
����
��
 
	������� �
 ����� 	H) <�� � � �� �� � ������� 	H� ��	 (	�� �����	

�� �� ��
	 %�� �(��� �%	��� /�	 ���	� ��	 E��� ��
���� �	������ �� ��	���	
�������� �
 �� � ������� 	H %��� ����
��
 
	������� �
 ����� 	H) �� ��	 ���		
���	� � � ������)

, '���	������ ��� ������ ���.

��	 	#����	� ���%� %	�	 ����	� %��� 
	���������	 ������	�) E	��	� ����#���&
����� 
�� ��	��/� ���	� ��� (	 �	���	
 ����	����� � ��
 ��������� ��	 �����	
�
 �� %��� ��	 	#��� ������������� 	2��� �� �����	�) 7�	� ������� ���� �� %��
���%	
 ��	 	I��	��� �
 ��	 ��
��� �� ������'	 ��	 
���������� ��	�	��	
 �� %���
(	 �	�	����� ��	 
	�	����	�� �
 � ��	��� �
 
�I����� �� ���	 � ���	 ������	
	#��������� �
 ��	 3��
 �
 ���(�	�� ���� ����
 (	 ���
 �� ����	 ����� ��� ��3	
����	 ���	�
� 	#���	�� 
�� (����� �	�	� ��3	 �������
� - � . ��
 �� 	���������
- .) $����	� ��	
�� 
����	 
	�	����	�� %��� (	 ���� �
 �	�	��� %��� �
 ���
����
���(�	�� %��� �����������) $� ��������� ���	����� ����������� �
 ��	 3��
 �

�	�	��� ��������� ��	�	��	
 %���
 (	 �� ����	 ���	� %�	�	 ��	�	 ��	 ��� ��������
��������� ������(�	� ��3	 �� ���� B������ ����	��)

/ ��.��0	��
�����

��	 ������ %�� �������	
 (� � �	�	���� 
	���%���� 
��� ����	��	� ��������	 �

�	�������� ��
 ��	 �	#���� ������� �
 ���	��	 ��
 �	�������� *�8�$�J�,
%���	 %������ ���� ���	�)

"���������

=) +��
(	��� K) 7) ������� �	�
����
� �� ������� ����
�����
� ��� ������� ���������
$

���� 4	��	�� F	�
���� ���������	��� *=! !,)

>) +��
(	��� K) 7)  �� !����� 
� "��
����
�# ����
�� ��

 ��� �
� $

������ �������
�	�
����
�� L��%	� $��
	��� 6�(����	��� E������ ���������	��� *>DD>,)

@) $�
3	�� +) E) ��
 4	(	�� ?) M) �����
�����	 ����
�� �
� %���������� ?��������
$��
	��� 6�	��� E���������� ���������	��� *>DD=,)

Genetic algorithms for the numerical solution of variational problems...        15



�) L�'�� M) F) ������� %�
���

���& �� ��� %�
���

��� 
� $

������ �� ��� �����

� ������	 ��	����
�� ��� 6�	��� ���(��
�	� ���������	��� *=!!@,)

A) ��3�2� +) ��
 �NO	'� F) 7) '���� �����
����� $

�� (�

& )
* ��� +
�
����
���� ,����� �����
����� ���
 ,����� E���� E��3�� �	% J��3� �	% J��3 *>DDD,)

�) ���	�&������
:�� �) -�����
 ���������� 4��	�� �	% J��3� �	% J��3 *=!PP,)
P) L��2���� �) $)  �� ������� 
� �����# ��	�.����������
� ��� ��	����
� �� +�
	���
��

8#
��
 G���	����� 6�	��� �	% J��3� �	% J��3 *=!!@,)

16       Toledo Suárez C. 



������ �	
��
�
���� ��
�
�� �
� 
��
�
��
�
� 
� �
����� ���������� ��
�����

���� �����	� 
��
��� ���������� ��� �������� ����	

��������	��� ��	����� �����������  �	!���	�" �# $���%
&	!����� '��(� )����������  * +*
��������	�
��
�	� ����������
���

���
���
� ,�	� ����� 	� ��������� -	�� ��� �	�	�	���	�� �# ��(�����
��� ��%	��� �������� -��� �������	�� .��%	��� .��- ����� /..�0*
$!�� ������� �"��	� �!����	����" ������� ��!� ���!	��� -	�� �����1
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4����	� �����	���� /4�0 -��� ���	���� �� �2�	����" ���!� �	J����� !��	���� �#
��� �������* 3� 9<A; ��� 9<<;� ,��� ������ /,�0 -�� ��	�	���* ,�� ����	���	�� �#
����	��	��� ����	���" � ������ ������ ������� ���� �� �� �!����	����" �����	����
-	�� � ������� ��	����� ����	��	�� 	� � ���� �������" �� �������� �!�� ��������
�����	�� ����������* �����	� �����	���� /��0� -�	�� ����	�� 4� -	�� �� 	�1
���!	�� ���������� ��� � ���� �%����� �# ����* ?�-�!��� ��� �	�������� ��!	�-
��!��� ���� ��	� 	��� ��� ��� ���� ����	�� 	� ��� ���� �# ��� ..� �������*
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4� -	�� �-� ����	��	��� �������* ,�� F��� �����	��� ���� ��� �5' �� �������
��� 4� ��� -�� ����� ��� ��	#�	�� 5��������( 4����	� �����	��� /�54�0* ,��
������ �����	��� ���� � ����� ������ ������ �� 	����!� ��� �����	�� ���!	���
�" 4�* &� ��#�� �� ��	� ������ �� �����	� �����	��� /��0*
3� ����� �� ���� ��� K�"����"L �������� �" ��� ����	���	��� �# ������� 	�

���� �"��	��� �54�� ��� 4� ��� �5' -��� ���� �� ���!� -��� (��-� 	��������
�# ��� �������� �� -��� �� � ����� ��� �# �������" ��������� ��������* ,��
�������� ������� ���- ���� ���� �# ��� ��- ������� ��� �J���	!� �����	�� �����
#�� ��� �������*
,�� ���� �# ��� ����� 	� �����	��� �� #����-�* ����	�� I 	� ��� #����� �����	�1

�	�� �# ��� �������7 �������	��� �����	�� ��� � ����� ��� ���������* ����	��
: �����	��� ��� �54�* ����	�� H �������� 4� ��� ��� ��* ����	�� D �����	���
��� �����	��� �%���	������ 	�����	�� ��� �������� ��� ���	� ��	�	��� ��� �������
��� � �	�����	��* ����	�� @ ��������� ��� �����*
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3� 	� ������� ���� � 8��� ��� �� �� ��������� ������� � �	J����� ������* $���
����� ��� �� ����� ��� ����	��� -	�� ��� �� ���� ��!	�� �� ����� �-� ��������
	����	��� ����	���* ��" ����	�� ��� ������� �� ���� ��� 8�� �� � �	�� ��� ��"
8�� 	� ��������� �� �� ���� ��� ����	�� �� � �	��* .����������� �!��" 8�� 	�
��������� �� �� ���� ��� ����	�� 	� ��" �����* '������	��� ��� ��� ����-���
	*�* ���� ��� �������	�� �# � 8�� ��� ������� �� � �	!�� ����	��� 	� ��� ��� ��
������� ���	� 	� 	� F�	����*
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$ 	 � 8�� 	���%7 
 � ����� 	���%7 � � ����	�� 	���%7
$ � � ������ �# 8���7 � � ������ �# ������7 �� � ������ �# ����	��� ��
����� 
7

$ ��� � ������	�� �# 8�� 	 �� �� ��������� �� 
7 
� � �����7
$ ��� � �������	�� �	�� �# ���7 ��� � ������� �	�� �# ���7 ��� � ��� ���� �#

���7
$ �� � �������	�� �	�� �# 8�� 	7 �� � ��� ��� � ���� ��� �������� �# 8�� 	*
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�	���� �� �������� ����	���1����� �����* �5' ����(� ��� �!����� ������� 	���
���1�������� ��� ���!�� ��� �� � �	��* 3� 9H;� �� �2�	��� �������	�� �# ��� ��	�1
	��� �5' 	� ��������� /#�� ��� ���� �# ��� ����� �5' ��#��� �� ��	� !���	��0* �5'
���� ��� ��!���	�	�	�" ��	��	��� �# ��� �������� ����	��� ������� /��� ����	�� :*I0
�� ����	� ���� �����	��� #�� 	� �2�	����"* ,�� �������� ��������� ���� 4� ��
��	��	�	�� ��� 8��� 	� ��� ��	�	��� ����� �# ��� ����* ,�� ���� �# ��� ������ ���
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�5' ��� �54� ��������� ��� ��	�	��� ������� 	��� ������ ��� �������� ��� ��
� �	�� F%	�� ��� ����* � ���1������� #�� ����� 
� ��� �� ������� �� � ��������
����	��� ������� -	�� ������� ����� ��� ��� ��� ����� ��� /������� ���������
��� �����	�� 	� 9<:;0 ��� � �����	�� �� 	� ��� �� ����	��� �� #����-�*
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 ��� � � -	�� ��� �������� ��� ���� /���0�
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����*

4	!�� � ������� �������� �������� 	�� 	�!���� � �������� ��������� � 	� ����	���
��	�� ��� �����	!�� �# ��� ��� ����� ��� ������� ����� �# �� �� ������� ���
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#�� ��� ����� � �� ����� ������� 	� �� #����-�*
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�� ����	� � ��7
!� ���!� �� ��� � �� ��	�� ����������	
� ��!���� ��� �����	�� ����	��� #��

� ��� ��������� ���� #�� ���� �����	���*
&� ������ ��� �������� -	�� ��� �	�	��� ��%	��� ��������*

>��� ���� ���������� 	� ��� �� �%��� �����	���� �����#���� ��� �����	���
���!	��� �" 	�� -��� ����	�� �� ��� ��	�	��� ������� ��� 	�� 	�!����� ��" ��
�	J�����* &� ��� 	��������� 	� ��� ���� �# ����*
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�
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� �����	��� ��������	�� �����������	��� �� �%���	��� 	� 9D;� -�� �������* 3� ��	��
�!��" 	��	!	���� 	� � ��������	�� � � 	�	�
� �	�
� ���� �	�
��

 -���� �	�
 	� �
8�� 	���%* � ���������� ��� ��
����� �� ��	��	�	�� ��� ������	��� �� ��� ��	�	���
����� 
�* 3� 
�� ������	��� ��� ���	���� 	� ��� ����� �	������ �" � �� ��� ����	��
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���� ����-� ���� ��� #������ �������	�� �	��* 6�� � �� ��� ��� �# ����� 	���%��
/
0 ������ 	� �������	�� ����� �# ���	� ��� !����� /��� ����	�� :*<0� 	� ���� �
-�" ���� �� ��	��� �� ��� ���������( �# ��� ����* ,�� ��������� �� �!������ ��
	��	!	���� 	� �� #����-�*

���
��
�� �� /���0
�� ��� � � 
 /�� 	�	�	�� ����" ��������0*
!� �������� ��� �" ���	��	�� ���� ����

	� ��� ����� �	������ �" � �� ��� ��1
��	�� � 	� ����� �� ���� ����-� 	� ��� #������ �������	�� �	��� � � � � ��� 7

&� ������ ������� �	��� ��� ��� ����� �� �����	��� 	� ����	�� :*H7
-� �
� � � � 
 � �


�� �������� ��� ��	�� ��	
� � � � � ��� 7
�� ������ ������� �	��� ��� ��	�� �� �����	��� 	� ����	�� :*H7

.� ��
��� ���� ��	�
 ��� �*

>��� ���� �� ����� I ��� H�� � 	� ������� -	�� ��� 	�#�����	�� �# ���1��������
��� ����	��� #�� ����� ��*
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��� ,������ '���� ��� "�� "�
��

�� ��� 	�	�	��	���	��� ��� ������� �	��� �# ������	��� �� �� ��������� �� ������
������	�� �� ��� F��� ��� ��� ���������� �� #����-� ��� � ����
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�� ��
� 
 � �7 ���
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Abstract. In this work Named Entity Recognition (NER) using Memory-
Based Learning (MBL) is presented. This application is based on sev-
eral works that deal with this topic. Our contribution is the analysis of
some feature sets, taken from POS, capitalized, context, and without
external information sources, in order to constitute the training set for
the learning method. In the experiments the corpus from the CoNLL-02
conference was used, and for tag identification 96.14% of precision was
reached using just 14 features.
Keywords: named entity recognition, memory based learning.

1 Introduction

Named entities (NE) are phrases that contain persons (PER), organizations
(ORG), locations (LOC), dates and quantity names (MISC)[1]. For example, in
the following clause there are tags that identify the NE that occur in it:

[PER Fernando Lozano ], presidente de [LOC Valle Alto], llegó al [MISC
XXI Torneo Universitario].

[PER Fernando Lozano ], president of [LOC Valle Alto], arrived at the
[MISC XXI Universitary Tournament].

Named entity recognition enriches text representation, and it could be applied
to tasks supporting Natural Language Processing. As an example, in Question-
Answering Systems the responses to questions using pronouns such as where,
who, etc. could be supported by NE.

In this work we are focussing on NE of the classes PER, ORG, LOC and
MISC. A NE tagger using few linguistic resources and tools, but having a high
degree of precision is of particular interest. Nevertheless, to recognize the whole
NE occurring in a text is not very important to us. Since we need the building
blocks to construct a NE database within of a journalistic navigational system;
hence our interest on just precision.
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There have been many works about NER, mainly in CoNLL meetings. Sped-
ifically for Spanish, we can cite the works submitted to CoNLL-02 [2]. For ex-
ample, Fien De Meulder & Walter Daelemans [3] analysed the influence in using
external information sources for NER. They used the TiMBL [8] system for NER
in English and German. Their system uses a training file and NE lists (gazetteer).
Some of the features taken into account for the English language are: the con-
text, parts of speech (POS), capital letter use, the first and last three letters of
each word, and ten more features which indicate if a word belongs to some NE
list. In the German language case, they also used the root of each word of the
context.

Another work related with this is the one of Tjong Kim Sang [12], whom
evaluated his strategies in language-independent NER tasks using the Memory-
Based Learning (MBL) method. He considered as features: contextual words,
POS, and morphological features (prefixes, suffixes, capital letters, etc.). The
tests presented were obtained applying waterfall, feature selection and voting
methods to Dutch and Spanish. The global performance for Spanish, measured
with respect to F1, was 75.78%.

Xavier Carreras et al. [11], also in CoNLL-02, got the highest efficacy, 79.38%
for F1. They employed many features: contextual (POS included), morphologi-
cal, patterns of words, and predictor words. Also, they confirmed that external
knowledge sources are not essential.

Thamar Solorio & Aurelio López [5] employed support vector machines (SVM).
Unlike the last two works, the dimension of their representation space is very
high, because of the combination of the labels that they used, speech parts, and
label of the kind of NE (PER, LOC, etc.). Reclassifying, entities given by an ex-
tractor, using SVM together with the idea of combined attributes made possible
an increase of 7.5% in F1. Other works were also considered because they are
Spanish oriented [6] [1].

In the following section the classification method is presented, after that the
data and experiments are described, finally the conclusions are stated.

2 Classification method

The Memory-Based Learning method is trained from a set of resolved instances.
The training consists of mapping each attribute with its entropy, in order to
define a weighted metric. Such a metric allows us to calculate the ”distance”
between two instances based on the difference of their attributes; the higher
difference between attributes with greater information, the biggest distance be-
tween the instances. Then, a new instance will have the same solution as the
instance in the training set closest to it.

Formally, let S be an instance or training set, {A1, . . . , Am} a set of at-
tributes, and C a set of classes, or solutions of each instance in S, which are
represented in the m-th attribute (Am). Each instance X = (x1, . . . , xm−1) is
assigned to the class of the instance:

Y0 = argminY ∈S∆(X, Y ), (1)
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where

∆(X, Y ) =
m−1
∑

i=1

pi · δ(xi, yi), (2)

pi = Gn(Ai), and

δ(xi, yi) =

{

0 if xi = yi,
1 if xi 6= yi.

The entropy of S is

HS = −
∑

si∈S

Pr(si) log2(Pr(si))

Given an attribute Ai we can partition S in classes S|xij
(instances with

value xi,j ∈ Ai). In this way, the entropy of S with respect to the attribute Ai

is the weighting of the entropy for each partition done with the values of Ai:

HS(Ai) =
∑

xij∈Ai

HS|xij

#S|xij

#S
(3)

With this, the information gain of an attribute Ai is defined by, G(Ai) = HS −
HS(Ai) and the gain ratio [10] by

Gn(Ai) =
G(Ai)

HS(Ai)
. (4)

The algorithm requires an exhaustive search in the training set (equation 1),
but it is possible to save computational resources (memory and processor time)
using a trie tree to represent the instances, which makes it possible to prune
the tree on visit and distance computing steps. This implementation is known
as IGTree [13]. Also, the TiMBL [8] system offers alternative metrics to the one
in equation 2.

Using MBL in NER takes up again the BIO tag scheme; B if it is the begin-
ning of the NE, I if the NE continues, and O if it is out of the NE. Even more,
if it is the case of a NE its classification (PER, LOC, ORG, MISC) is added. As
an example:

Fernando/B-PER Lozano/I-PER ,/O presidente/O de/O Valle/B-LOC
Alto/I-LOC ,/O llegó/O al/O XXI/B-MISC Torneo/I-MISC Universitario/I-
MISC .

Fernando/B-PER Lozano/I-PER ,/O president/O of/O Valle/B-LOC
Alto/I-LOC ,/O arrived/O at /O the /O XXI/B-MISC Universitary/I-
MISC Tournament/I-MISC ./O

In this work we focused in identifying (BIO) tags for the (PER, LOC, ORG,
MISC) classes in NER.
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3 Data sets

The training file contains 273,037 lines, one tag and one word per line. The
test file contains 53,049 lines. In our experiments we just took 35,000 (train)
and 11,000 (test) lines of the respective files. These files were obtained from the
CoNLL-2002 congress competition [7].

The next step was to select the features that provide more information in solv-
ing the problem. Some feature combinations used in other works were taken into
account, with very good results. The most important features were intuitively
chosen before the experiments were done. Moreover, other feature combinations
were tried in order to check their efficacy in NER. The basic features are the
following:

– The word context, taking into account three words before and after the word
to tag [6].

– The part of speech corresponding to each word of the context.
– Capital letters used in context, if a word begins with a capital letter, it is

represented by 1, in other cases by 0.

The files were produced tagging each word with the basic features, and
the class to which belongs to. The modified value difference metric was used
(MVDM), with k = 3 nearest neighbors [3] [4].

4 Experiments

An initial experiment considered to measure the gain ratio of each feature (see
figure 1). Context (7), POS (7), using capital letters, and (7) features are ar-
ranged on the horizontal axis.

We can see on the graph that the features providing more information to
identify tags are those that use capital letters and context; particularly, the fifth
word (the one following the word to tag) and using a capital letter has the
maximum gain ratio. In order to check the information shown on the graph,
experiments about tag identification, using different feature combinations, were
done. The following combinations were used:

1. 7 features: word context.
2. 14 features: word context, POS of each word in the context.
3. 21 features: word context, POS , and using capital letters.
4. 14 features: word context, and using capital letters.
5. 8 features: word context, and using capital letters at the fifth word of the

context.

We use standard measures, i.e. precision P , recall R, and F1 to evaluate our
results:

P =
#right tags gotten by the system

#tags gotten by the system
, (5)

R =
#right tags gotten by the system

#right tags
, (6)

F1 = (2 · P · R)/(P + R). (7)
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Fig. 1. Information gain of the whole feature set.

As we had said, our interest is on precision, rather than completeness. So, we
obtained the recall measure in order to know how many tags will be lost using
this method in a text. Recall in each experiment on the CoNLL-02 test set is
shown on table 1.

Table 1. Recall measure for the different feature combinations.

Tag Experiment

type 1 2 3 4 5

O 98.2 97.9 99.6 99.5 98.2
B-ORG 41.3 44.6 66.1 57.5 34.0
B-PER 48.4 51.2 67.2 58.8 43.4
I-PER 49.7 58.7 65.5 67.2 44.9
I-ORG 19.5 26.1 40.9 39.9 16.6
B-LOC 57.4 59.7 68.6 63.2 50.8
I-LOC 34.1 38.9 34.1 34.1 28.0
I-MISC 9.0 15.6 12.0 11.2 8.2

Average 40.6 46.7 52.5 49.7 37.1

As we can see, the third experiment has the highest recall percentage 52.51%.
In this case, the precision is 93.11%. However, this test uses the POS and, in
our application, it is not possible to include the use of a POS tagger. So, for this
system, precision is preferred rather than recall. We considered in these cases we
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must adopt the features of test 4, which has recall 49.72% and precision 92.48%.
Average standard measurements for the tests are shown in Table 2.

Table 2. Performance for each feature set.

Experiment P R F1

1 89.53 40.69 55.95
2 90.07 46.77 61.57
3 93.11 52.51 67.15
4 92.48 49.72 64.67
5 88.76 37.15 52.37

In order to situate the results, we did 10 cross validation tests on the de-
velopment set, and we shall cite the results, about tag identification, presented
in the CoNLL-02. The purpose of this comparison is to know how much is lost
when some features are omitted (for example, POS), because we are just taking
features we are interested in 14 features (experiment 4), and do not need a POS
tagger. The averaged measures were R = 70.71, P = 95.89, and F1 = 81.39. The
classification on the development set without cross validating got R = 69.8,
P = 96.14, and F1 = 80.87. Our classification is better than the one pre-
sented in [12] (F1 = 74.34). Both took place under the same conditions (test
set, learning method, and cross validating). Nevertheless, Carreras et al. result
[11] (F1 = 91.66) is better than ours.

5 Conclusions

We have shown the results on the efficacy of different sets of features, used in
NER by the MBL method, on a collection from the CoNLL-2002 conference. The
experiments are based on the combination of basic features: word context (three
words before and after), the POS of words in the context, and the presence of a
capital letter at the beginning of the words in the context.

We see that contextual and some morphological features are very helpful in
classifying tags for NER. Other authors have referred that external information
sources are almost useless. In this work we have seen that, omitting the POS of
contextual words does not impact the precision in identifying tags for NER: the
maximum precision gotten in CoNLL-02 [11] was 92.45 against our result 96.14
reached using just 14 features. Certainly, our recall is very poor (90.88 by them
against 69.8 by us), because of the reduced number of features that we used.
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Tecnoloǵıas del Texto y del Habla, M. Antonia, Mart́ı & Joaquim, Llisterri (Eds.)
Edicions Universitat de Barcelona, Fundación Duques de Soria (2004).

36    Fierro Ayón M., Jiménez-Salazar H. and Lavalle Martínez J. 



2. Eric F. Tjong Kim Sang.: Introduction to the CONLL-2002 Shared Task:
Language-Independent Named Entity Recognition, CNTS - Language Technology

Group, University of Antwerp.
3. Fien, De Meulder & Walter, Daelemans.: Memory-Based Named Entity Recogni-

tion using Unannotated Data, CNTS - Language Technology Group, University of
Antwerp.

4. Walter Daelemans., Jakub Zavrel, Ko van der Sloot & Antal van den Bosch.:
TiMBL: Tilburg Memory Based Learner, version 4.3, Reference Guide (2002).
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Abstract. In this paper the analysis of speech disfluencies and repairs in a task 
oriented spoken corpus in Spanish, the DIME Corpus DIME 11, and its relation 
to dialogue segmentation and discourse markers is presented. A method to 
detect and correct the most common speech disfluencies for speech recognition 
in this corpus is also presented. 

1 Introduction 

One of the main aims of natural language processing and speech recognition is to 
develop computational systems able to engage in task oriented natural language 
conversations. At the current state of the technology it is possible to construct 
dialogue systems focused on domain specific tasks in which simple and grammatical 
language is used. Current speech recognition systems provide a set of weighed 
hypothesis of what the speaker is supposed to have said and, usually, the hypothesis 
with the highest weigh is taken for further processing steps; in particular, the parser 
finds the syntactic structure and semantic representation of this textual input. In the 
ideal case, sentences are meaningful and well-formed and the parsing process can 
proceed in the standard pipe-line architecture; however, spontaneous language, 
commonly used in conversations, exhibits interjections, pauses, repetitions, etc., and 
also ungrammatical language, that must be dealt with in order to construct useful 
systems. These spontaneous speech phenomena are called speech disfluencies. In 
order to process the spoken input disfluencies must be corrected and this is usually 
done within the same elocution, as exemplified by the following elocution taken from 
corpus.  

 
<sil> la estufa pegar vamos a quitar <sil> a <sil> a intercambiar vamos a poner este 
fregadero esto <sil> de este lado de acá y la estufa de este lado de acá <sil> 

 
<sil> the stove place let´s take off  <sil> to <sil> to interchange  let´s put this sink this 
<sil> at this side of here and the stove at this side of here <sil> 

 
The process of obtaining the intended elocution from the elocution containing 

disfluencies and correct is also called as elocution’s correction process or simply, 
correction process. Speech disfluencies and repairs do not obey grammatical rules and 
robust speech recognition systems must have a model to detect and correct them in 
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order to facilitate or even make possible the parsing process; in this paper a case study 
of disfluencies and repairs appearing in the corpus DIME is presented; also the 
construction of decision trees to detect disfluencies and repairs is presented, and a 
simple algorithm to correct speech repetitions, the most common kind of disfluency, 
is presented too. 

2 Phenomena of the Spontaneous Speech 

Speech disfluencies and repairs are related to dialogue segmentation and the presence 
of discourse markers. Unlike written language where the sentence is a well-defined 
and understood notion, there is not a natural unit of speech. In order to understand and 
analyze spoken language, the continuous flux of discourse needs to be divided in 
manageable units that express basic intentions and correspond roughly to units of 
intonation and meaning (i.e. speech acts). These units are commonly referred to as 
utterances and the process of dividing the discourse into utterances is referred to as 
segmentation. The segmentation process is aided by words that mark the boundaries 
and relations between utterances and these words are referred to as discourse markers. 
Discourse markers also help to identify and correct speech disfluencies. In the rest of 
this section the notions of segmentation, repairs and discourse markers, as well as 
their relation, are further elaborated. 

2.1 Segmentation 

Human conversation is structured in terms of turns. In each turn a conversational 
participant expresses one or more intentions, or makes contributions to the effect that 
his or her beliefs and intentions are understood as intended, maintaining in this way 
the conversational agreement or common ground; however, the information expressed 
in each turn may be too large to be considered a natural unit of understanding, and 
each turn may be divided into one or more basic units or utterances. The proper 
segmentation of the hearer is fundamental to understand and proceed with the 
conversation, and also for discourse analysis, as will be seen below. 

2.2 Speech Repairs 

Speakers make conversational contributions incrementally with the purpose to express 
intentions; however, it often happens that the expression of an intention process at the 
same time that the corresponding planning process and speakers may need to review 
and correct what they have already said. This kind of disfluencies interrupts the 
normal intention of utterances, and may contain pauses or discourse markers that 
signal the disfluency and the corresponding repair. Repairs can have different 
structures; for instance, what has been said can be abandoned completely, to start the 
idea afresh; speakers can also repeat some words to repair the utterance, or simply 
introduce a pause, perhaps filled with a word, like an interjection, to have some time 
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to plan how to express the idea. All this forms of disfluenicies and their corresponding 
correction are referred to as speech repairs. 

Speech repairs have a standard structure 10; this structure contains three spoken 
components and one pitch element. The spoken components are called reparandum, 
editing term and alteration, and the pitch element is the time at which the disfluency 
is realized, and it is known as interruption point. Next, the standard structure of a 
repair is illustrated: 

 
puedo  eh  Puedes borrar el fregadero 
can I  eh  can you erase the sink 

 
 
 
 

 
• Reparandum: the part of the utterance which the speaker wants to correct. 
• Interruption point: the time point at which the disfluency is realizaed, with 

the corresponding distortion of the normal intonation pattern of the 
utterance, and it appears at the end of the reparandum. 

• Editing term:  a word or a phrase, with a predictable meaning, that is used 
to fill the pause needed to plan what will be said next; examples editing 
terms are interjections like ah, mm or eh and also some idiomatic phrases 
such as es decir/this is, bueno/well or perdón/pardon me 

• Alteration: the part of the utterance that expresses the right idea and 
replaces the reparandum. 

 
According to the relation between the reparandum and the alteration Speech 

repairs can be classified in three types 10: fresh starts, modification repairs and 
abridge repairs, as follows: 

 
• Fresh Start: the speaker simply abandons what he just said; there is not 

relation between reparandum and alteration. 
 

el tercero parece  a ver  fregadero con lavatrastes 
the third seems  let’s see  Sink with dishwasher 
 
 

 
 
 
• Modification Repair: repairs with a non – empty reparandum.; most 

repairs are of this kind. A particular type of modification is the repetition 
repair, in which one or more words are shared by the reparandum and the 
alteration. 

 
 
 

Reparandum Editing term Alteration 

Interruption 
point 

Reparandum Alteration 
Interruption 

point 

Editing term 
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me muestras las sillas y bancos que hay  que tengas 
show me the chairs and banks that there 

are 
 that you 

have 
 
 
 
 
 

• Abridged Repair: repairs without a reparandum which only present one or 
more editing terms.  

 
ahora necesito  eh  una alacena 
now I need  eh  a cupboard 

 
 

2.3 Discourse Markers 

Discourse markers are words that have a discourse function instead of their usual 
lexical category in well-formed sentences, if there is such; words such as bueno/well, 
when it marks that a proposition has been accepted, or as when one answers the 
telephone; entonces/then, when this words establishes a causal relation between two 
propositions, and ahora/now, when the intentions is to mark that a new topic will be 
addressed, are examples of discourse markers. In such contexts these words do not 
function as adjectives or adverbs, as they become markers precisely when they 
abandon such a syntactic function; their purpose is to provide the listener with enough 
information about the structure of the dialogue and to guide the inference that has to 
be made to make the communication successful (4, 5, 8, 9). 

2.4 Relations Between Phenomena 

The phenomena of segmentation, repairs and discourse markers are highly inter-
related. Discourse markers together with intonation are important cues for 
segmentation; discourse markers can also help to detect repairs, because the editing 
term is generally formed by this kind of markers. In particular, the abridge repair is 
characterized precisely by the appearance of a discourse marker, normally an 
interjection. The relation between segmentation and repairs is also complex, as the 
presence of an interruption point may be confused with an intonation boundary; this 
problem appears with fresh starts where the alteration can often be taken as a full 
utterance in itself. 

Reparandum Alteration 
Interruption 

point 

Editing term Interruption 
point 
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3 The Empirical Study 

In the present investigation the DIME corpus 11 was used as empirical base to study 
disfluencies and repairs. In addition to the tagging levels of this corpus, three extra 
levels were tagged: (1) speech repairs, (2) Part–Of–Speech (POS) and (3) 
identification of discourse markers. The word tagging level of the DIME corpus was 
used as a reference for these three new tagging levels; in addition the break indices 
level of the DIME Corpus, based in the ToBI 1 intonation tagging scheme was used. 

3.1 Speech Repairs Level 

This tagging level is formed by three sub–levels: 
• Structure: A time aligned tagging of reparadum, editing term and 

alteration are marked in this level. 
• Type: The type of speech repair  (e.g. fresh start, modification or abridge) 
• Repair’s relations: This level codifies the relations between the words in 

the different parts of the repair’s structure. This level is based on Heeman 
9. The tag set for this level is shown in Table 1. 

 

Table 1. Speech repair tag set 
 

Tag Description 
mi Marks that two words are the same 
ri Marks that a word replaces another 
xr Marks that a word is deleted or inserted 
pi Marks a multi-word correspondence, such as the 

replacement of a pronoun by a longer description 
srr< Marks the onset of the reparandum of a fresh start 
et Marks an editing term 

3.2 Part–Of–Speech (POS) Level  

In this level the lexical category of all words in the utterance are stated. The tag set for 
this level is based on the analysis of one dialogue of the DIME corpus, and also on 
using different proposals previously made in the literature both for English and 
Spanish (2, 6, 7, 9). The final tag set for this level is shown in Table 2. 

 
For instance: Así/R está/V bien/A? (Is this okay?) 

3.3 Discourse Markers Level 

As was mentioned, discourse markers are words in which a discursive function 
predominates over their usual syntactic function; on the basis of this consideration the 
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tag of a discourse marker is formed with the tag of the normal lexical category of the 
word prefixed with MD (Marcador del Discurso).  For instane: ahora/MDR ponme la 
estufa (Now, put the stove (for me)). 
 

In addition, three new tags for words that do not have a lexical category were also 
included as shown in Table 3 

Table 2. Part-Of-Speech tag set 
 

Tag Description 
N Noun 
V Verb 
VAM Auxiliary – Modal Verb 
VC Clitic Verb 
A Adjective 
AD Demonstrative Adjective 
TD Definite Article 
TI Indefinite Article 
R Adverb 
RI Interrogative Adverb 
RR Relative Adverb 
RN Negation Adverb 
RA Affirmation Adverb 
P Pronoun 
PD Demonstrative Pronoun 
PR Relative Pronoun 
PI Interrogative Pronoun 
PC Clitic Pronoun 
S Preposition 
C Conjunction 

 

Table 3. Extra Tags for the discourse markers level 

 
Tags Description 
MDI Interjection 
MDK Acknowledgment 
MDeste este 
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3.4 The Tagging Task 

In the present investigation 8 dialogues of the DIME Corpus were tagged in these 
three levels; in this exercise 1105 utterance were tagged, out of which 105 presented a 
repair. Although the speech disfluencies are less than 10% of the data, repairs present 
characteristic patterns that can be used for the detection and correction task. 

4 Detection of Repairs 

The empirical data was analyzed in order to find useful variables for the detection and 
correction of repairs. From this exercise four useful variables were found; these are 
utterances’ duration, number of words, presence of a silence and the type of the 
dialogue act expressed by the utterance. These variables permitted to identify a 
detection strategy based on the construction of decision trees. 

4.1 Detection Variables 

A basic intuition is that utterance with repairs should last longer that the 
corresponding utterance without a repair. This is corroborated in Figure 1 were it can 
seen that 77% of the tagged utterances last between 0 and 2000 milliseconds and only 
1% of these utterance have a repair.  On the other hand, a very large percentage of the 
remaining 23% presents one or more repairs. 
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Figure 1. Speech repairs according to duration of the utterance 

The second intuition is that an utterance with a repair has a larger number of words 
than the corresponding utterance without the repairs. This is verified in Figure 2, 
where utterances are classified in three classes according to their number of words. 
Region R1 contains utterances with 6 or less words; utterances in R2 contain between 
7 and 15 words, and utterances in R3 have more than 15 words. As expected, 79% of 
all utterances are in R1, but only 2.34% of these have a repair; the critical region is R2 
as it has 18.52 % of the utterances, and 30.69% of these have one or more repairs. 
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Finally, R3 has 3.02% of the utterances and 70% of these have a repair. A further 
analysis showed that the media of the time duration of utterances with repairs in R2 is 
longer than the media of the time duration of utterances without repairs in this region 
for utterances with the same number of words. 
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Figure 2. Speech repairs according the number of words in the utterance 

The third intuition is that utterances with repairs should have a silence, as it is 
common that after the interruption point the speaker needs some time to re-elaborate 
the utterance. This is also verified by the data as 86% of utterances with at least one 
speech repair present a silence; in addition, a silence usually increases the utterance 
duration. 

Finally, it was observed that speech disfluencies are related to the dialogue act 
expressed by the utterance; in particular, 64% of the repairs are action directives and 
30% are affirms; the intuition behind this observation is that in the case of these two 
dialogue act types, the speaker is planning along the elocution of the utterance, while 
other dialogue acts may have a more reactive character. 

4.2 Speech Repairs Detection 

 
The four variables identified above suggested a detection strategy based on the 
construction of a decision tree. For this purpose utterance were classified using 
CART1 style decision trees generated with the WEKA2 tool. 

For the construction of the decision tree 105 utterances with and 105 without 
repairs were taken. The same number of utterances with and without repairs was taken 
from each dialogue. This strategy helped to balance the process. The resulting 
decision tree is shown in Figure 3 and the statistics can be observed in Table 4. 

 

                                                           
1 http://www.salford-systems.com/112.php 
2 http://www.cs.waikato.ac.nz/ml/weka/ 

R1 R2 R3 
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Figure 3: Decision tree to detect a speech repair 

 
Correctly Classified Instances: 86.73% 
Kappa: 0.73 
 
 Precision Recall 
Don’t have 
repair 0.94 0.76 

Have repair 0.82 0.95 

Table 4: Speech repairs detections statistics 

As expected, the main classifying attribute was utterance’s duration and the second 
most prominent one was dialogue act type. As the figures in Table 4 show, the 
classification task is very satisfactory both in terms of precision and recall. 

5 Correction Strategy 

On the basis of the data analysis a simple strategy for the correction of the most 
common type of repair in the DIME Corpus, the repetition repair, was identified. In 
the current tagged data almost 79% of the utterances with one or more repairs are 
modification repairs; also, almost 77 % of these repairs are repetition repairs.  This 
kind of repairs present, in addition, a simple and regular structure, and a simple 
heuristics to correct this kind of repairs was identified. 
 

For the definition of the heuristics correction rule two variables were considered: 
the actual repetition of words and the distance between repeated words, measured in 
the number of words in between. The intuition is that when a word is repeated in a 
repair the repeated word appears immediately or in a close proximity of the repeated 
one. This was verified in the data as about 71% of the utterances with a modification 
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repair present the repetition immediately (i.e. distance = 0) or with only one word in 
between (i.e. distance = 1); in addition, about 90% of the utterances present a 
repetition of word with a distance between 0 and 2. This is, most repetitions have a 
distance of less than 2. It is important to consider that common types of words, like 
articles and prepositions, are repeated in most utterance regardless whether there is a 
repair, but repetitions in utterances without repair usually belong to different 
constituents (e.g. subject and object) and the distance between the repeated words is 
almost all the time larger than two. 

5.1 Correction Algorithm 

For the implementation of the detection and correction phase a pipe-line architecture 
was used; first, all utterances are classified through the decision tree, and those 
classified as positive are passed through the correction algorithm. The correction 
algorithm is illustrated next: 
 

1. The input is the utterance produced by the Speech Recognition System; 
the words are indexed from 1 to N: 

 
eh igual con la con la estufa 
eh same with the with the stove 

 
2. The repeated words are identified, and the distance between them is 

associated to the first instance of the repeated word: 
 

eh igual con la con la estufa 
eh same with the with the stove 
  1 1    

 
3. If there are repeated sequences are identified and abstracted as units (i.e. 

the repetition chunk). In addition, distance between chunks is computed, 
and the value is associated to the first instance of the chunk.  

 
eh igual con la con la estufa 
eh same with the with the stove 

  0     
 

The units (i.e. words or chunks) with distance less or equals than 2 are 
removed and the remaining units are attached to the remaining instance of 
the repeated unit as shown below: 

 
eh igual con la con la estufa 
eh same with the with the stove 
  0     
eh igual con la estufa   
eh same with the stove   
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4. Else (i.e. there are no repetition sequences) if distance is less or equal than 

2 remove the words within the distance from the first instance of the 
repeated word, and also remove the second instance of the repeated word. 

 
entonces el primero el tercero 
then the first the third 
 1    
 1    
entonces el tercero   
the the third   

 
The algorithm was tested with the available data and the results are shown in Table 

5, as follows: 
 
 

 Was corrected Was not  
Should be corrected 55% 18% 

Should not 4% 23% 

Table 5: Speech repairs correction statistics 

Table 5 shows that 78% of the utterances were correctly processed and only 22% 
were handled inappropriately by the heuristics. In particular, the decision classifies all 
type of repairs, and most fresh starts and abridge repairs where handle correctly by the 
method. On the other hand, out all repetition repairs 75% were handled correctly by 
the heuristics and only 25% of these were ignored or badly handle by the method. 
This can be considered a very promising result. 

6 Conclusions 

The phenomenon of speech disfluencies is very complex but it has to be faced directly 
in the construction of speech recognition systems. Heeman 9 provides a very complex 
method to handle this phenomenon through the definition of multidimensional 
language models; however, the present study shows that a simple detection strategy 
paired with a heuristics to correct the most frequent kind of repair can be very 
effective in the solution of this problem.  The present is a preliminary experiment, and 
we hope that a larger amount of data may be useful to improve the classification rate, 
to distinguish different kinds of repairs, and to identify specific heuristics to deal with 
correct other kinds of disfluencies. 
 
In addition additional tagging levels currently available in the DIME Corpus, such as 
a tonal analysis using INSINT 3 model, or the duration final vowel or consonant 
extensions can indicate the end of the reparandum, and this information can also be 
very useful for the detection of repairs and their kinds. It is also possible to consider 
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specific discourse markers for the identification and correction of abridged repairs, 
and it may be possible to do this correction on the fly. 
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Abstract. New applications of artificial neural networks are capable of
recognition and verification of effects and the safety of commands given
by the operator of the technological device. In this paper, a review of se-
lected issues is carried out in relation to estimation of results and safety
of the operator’s commands as well as the supervision of the process. A
view is offered of the complexity of effect analysis and safety assessment
of commands given by the operator using neural networks. The first part
of the paper introduces a new concept of modern supervising systems
of the process using a natural language human-machine interface and
discusses general topics and issues. The second part is devoted to a dis-
cussion of more specific topics of automatic command verification that
has led to interesting new approaches and techniques.

1 Intelligent Two-Way Communication by Voice

The advantages of intelligent two-way voice communication between the tech-
nological devices and the operator in Fig. 1 include the following [1,3]:

– More resistance from the operator’s errors and more efficient supervising of
the process with the chosen level of supervision automation.

– Elimination of scarcities of the typical co-operation between the operator
and the technological device.

– Achieving a higher level of organization realization of the technological pro-
cess equipped with the intelligent two-way voice communication system,
which is relevant for its efficiency and production humanization.

– No need of an operator being present at the work stand by the technological
device (any distance from the technological device) [7].
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Fig. 1. General scheme of intelligent two-way voice communication between the tech-
nological device and the operator

The intelligent two-way voice communication layer in Fig. 2 is equipped
with the following intelligent mechanisms: operator identification, recognition
of words and commands, command syntax and result analysis, command safety
assessment, process supervision, and also reaction assessment [2].
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2 Command Safety Estimation

The effect analysis module, shown in Fig. 3a, makes analysis of the recog-
nised command. The technical safety of the technological device is checked by
analysing the state of execution of the commands required to have been done as
well as the commands to execute in subsequent decisions. The process param-
eters to be modified by executing the command are checked and the allowable
changes of the parameter values are determined. The analysis of the parameter
values is based on the technological process features. The values of the param-
eter changes are the input signals of the neural network of the process state
assessment system. The neurons of the neural network represent solutions to
the diagnostics problem. The neural network also makes an estimation of the
level of safety of the recognised command. The system for checking the state of
the automatic device for grinding small ceramic elements is shown in Fig. 3c,
before executing the subsequent commands presented in Fig. 3d. The technolog-
ical safety assessment system, shown in Fig. 3b, is based on a neural network
which is trained with the model of work of the technological device. New values
of the process parameters are the input signals of the neural network [6]. As the
work result of the system, voice messages from the technological device to the
operator about the possibility of executing the command are produced [4,5].
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An algorithm was created for assessing the technological safety of commands.
In Fig. 4, the lines represent force dependence on the grinding process parameters
for particular grinding wheels. Based on the specified criteria, the grinding force
limit is determined for each grinding wheel. Based on the grinding force limit,
the table speed limit is assigned. According to the operator’s command, if the
increase in speed makes the speed of the table smaller than the smallest speed
determined from the force limit for all the grinding wheels, then the command
is safe to be executed.

3 Research Results

The simulation set of the technological device diagnostics and the process state
assessment, built for creating and training artificial neural networks is shown in
Fig. 5a. The neural networks are trained with the model of the technological
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process. The applied neural network architecture is presented in Fig. 5b. The
networks consist of two layers of neurons with the competitive mechanism.

The ability of the neural network to learn to recognise specific process states
depends on the number of learning epochs. The specified time of learning enables
the network to minimize the error so that it could work more efficiently. Based
on the research, the following conclusion has been reached as shown in Fig. 5c.

Error rate is about 20% at learning time equals 50 epochs and 5% at 100
epochs. The error rate dropped by about 90% after training with 60 series of all
patterns.

4 Conclusions and Perspectives

In the automated processes of production, the condition for safe communication
between the operator and the technological device is analyzing the state of the
technological device and the process before the command is given and using
artificial intelligence for assessment of the technological effects and safety of
the command. In operations of the automated technological processes, many
process states and various commands from the operator to the technological
device can be distinguished. A large number of combined technological systems
characterize the realization of that process. In complex technological processes,
if many parameters are controlled, the operator is not able to analyse a sufficient
number of signals and react by manual operations on control buttons. The aim
of this research to develop an intelligent layer of two-way voice communication is
difficult, but the prognosis of the technology development and its first use shows
a significant efficiency in supervision and production humanisation.
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Abstract. In this paper, a natural language interface is presented which
consists of the intelligent mechanisms of human identification, speech
recognition, word and command recognition, command syntax and result
analysis, command safety assessment, technological process supervision
as well as human reaction assessment. In this paper, a review is carried
out of selected issues with regards to recognition of speech commands
in natural language given by the operator of the technological device. A
view is offered of the complexity of the recognition process of the opera-
tor’s words and commands using neural networks made up of a few layers
of neurons. The paper presents research results of speech recognition and
automatic recognition of commands in natural language using artificial
neural networks.

1 Intelligent Two-Way Speech Communication

If the operator is identified and authorized by the natural language interface in
Fig. 1, a command produced in continuous speech is recognized by the speech
recognition module and processed in to a text format. Then the recognised text
is analysed by the syntax analysis subsystem. The processed command is sent
to the word and command recognition modules using artificial neural networks
to recognise the command, which is sent to the effect analysis subsystem for
analysing the status corresponding to the hypothetical command execution, con-
secutively assessing the command correctness, estimating the process state and
the technical safety, and also possibly signalling the error caused by the operator.
The command is also sent to the safety assessment subsystem for assessing the
grade of affiliation of the command to the correct command category and making
corrections. The command execution subsystem signalises commands accepted
for executing, assessing reactions of the operator, defining new parameters of the
process and run directives [4]. The subsystem for voice communication produces
voice commands to the operator [5].
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Fig. 1. Architecture of the natural language human-machine interface
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2 Recognition of Commands in Natural Language

In the automatic command recognition system shown in Fig. 2, the speech sig-
nal is processed to text and numeric values with the module for processing voice
commands to text format. The speech recognition engine is a continuous density
mixture Gaussian Hidden Markov Model system which uses vector quantization
for speeding up the Euclidean distance calculation for probability estimation
[1,2]. The system uses context dependent triphonic cross word acoustic models
with speaker normalization based on vocal tract length normalization, chan-
nel adaptation using mean Cepstral subtraction and speaker adaptation using
Maximum Likelihood Linear Regression. The separated words of the text are
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Fig. 2. Scheme of the automatic command recognition system

the input signals of the neural network for recognizing words. The network has
a training file containing word patterns. The network recognizes words as the
operator’s command components, which are represented by its neurons. The rec-
ognized words are sent to the algorithm for coding words. Then, the coded words
are transferred to the command syntax analysis module. It is equipped with the
algorithm for analysing and indexing words. The module indexes words properly
and then they are sent to the algorithm for coding commands. The commands
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are coded as vectors and they are input signals of the command recognition mod-
ule using neural network. The module uses the 3-layer Hamming neural network
in Fig. 3, either to recognize the operator’s command or to produce the informa-
tion that the command is not recognized. The neural network is equipped with
a training file containing patterns of possible operator commands [3].
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Fig. 3. Scheme of the 3-layer neural network for automatic command recognition
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3 Research Results of Automatic Command Recognition

As shown in Fig. 4a, the speech recognition module recognizes 85-90% of the
operator’s words correctly. As more training of the neural networks is done, ac-
curacy rises to around 95%. For the research on command recognition at different

Rn=40*(2-exp(-(0,14)*Lp))+12*(1-exp(-(2,35)*Lp))
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Fig. 4. Speech and command recognition rate

noise power, the microphone used by the operator is the headset microphone.
As shown in Fig. 4b, the recognition performance is sensitive to background
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noise. The recognition rate is about 86% at 70 dB and 71% at 80 dB. Therefore,
background noise must be limited while giving the commands. For research on
command recognition at different microphone distances, the microphone used
by the operator is the headset microphone. As shown in Fig. 4c, the recogni-
tion rate decreases when the headset distance increases. The recognition rate
dropped by 9% after the headset distance is changed from 1 to 10 cm. Likewise,
the research on command recognition at different microphone distances, the mi-
crophone used by the operator is the directional microphone. As shown in Fig.
4d, the recognition rate after 50 cm decreases reaching a rate of about 65%. As
shown in Fig. 4e, the ability of the neural network to recognise the word depends
on the number of letters. The neural network requires the minimal number of
letters of the word being recognized as its input signals. As shown in Fig. 4f, the
ability of the neural network to recognise the command depends on the number
of command component words. Depending on the number of component words
of the command, the neural network requires the minimal number of words of
the given command as its input signals.

4 Conclusions and Perspectives

The condition of the effectiveness of the presented system is to equip it with
mechanisms of command verification and correctness. In operations of the auto-
mated technological processes, many process states and various commands from
the operator to the technological device can be distinguished. A large number of
combined technological systems characterize the realization of that process. In
complex technological processes, if many parameters are controlled, the operator
is not able to analyze a sufficient number of signals and react by manual opera-
tions on control buttons. The aim of this research to develop an intelligent layer
of two-way voice communication is difficult, but the prognosis of the technology
development and its first use shows a significant efficiency in supervision and
production humanization.
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Abstract. In the paper, we present the system designed for a usage of a 
psychologist during analysis of a special type of texts – texts of emotional 
autoreflexive writing. On the basis of linguistic analysis, the psychologist can 
conclude about emotional state of a person or about a type of his personality. 
The system is aimed to assist the psychologist. The system has the following 
features: automatic morphological analysis, calculation of various statistical 
parameters (frequencies, lexical richness, etc.). The data about words with 
emotional connotations are given apart because these words represent person’s 
current state. We implemented the mechanism for synchronization of measuring 
of temperature during text writing and the resulting text. Also, we describe the 
application of the system in the other field – analysis of political discourse in 
Mexico. 

1  Introduction 

One of the main tasks of computer linguistics is providing models for development of 
applied systems with various kinds of automatic linguistic analysis. Such systems can 
be applied in diverse areas for solving the problems specific for these areas.  

One of the possible areas of application of linguistic data is psychology because it 
also treats human beings, as well as linguistics. Thus, it is possible to make 
conclusions about psychological state or about a personality type. For example, in [6] 
it is claimed that there is a relation between the frequency of usage of auxiliary words, 
like prepositions, pronouns, articles, etc., and several demographic parameters or 
personality features. Another example is correlation of suicide tendencies of poets, 
namely, those, who committed suicide, had more self references in the texts than 
those who did not [10]. 
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One more interesting tendency is related with the detection of intentions to lie or 
hide information [8]. It is shown that less self-evaluating phrases are used; words with 
negative emotional evaluation are more frequent; cognitive complex markers are less 
used. 

In the paper, we describe linguistic parameters that are used for automatic 
emotional personality description. The system that implements this evaluation is 
described for Spanish language. The proposed approach is rather universal and can be 
applied in other areas. We applied it for analysis of political discourse of presidential 
candidates in Mexico. 

2  Linguistic Parameters 

There are several linguistic parameters for various levels. We calculate standard 
statistics for text –number of types, number of tokens, number of sentences, medium 
length of sentence and of paragraph, percentage of vulgarisms, lexical richness (we 
used two different formulae to calculate it, see below); also, some features of 
morphological and syntactic structure; and a kind of semantic analysis related with 
the usage of words from previously prepared lists, like negative, positive, etc. 

Let us explain a little bit a concept of lexical richness. Note that it is incorrect to 
simply calculate the number of lemmas in different texts because it depends non-
linearly from the text length, according to the Heaps law [1]. 

We use two formulae for lexical richness calculation. The first one, index Brunét is 
calculated according to the formula: 

 
where N is text length taken in words, V is the number of different lexemes. 

Usually, the obtained values belong to the interval from ten to twelve. The lower is 
the value of this parameter, the greater is the lexical richness. 

The other parameter is Honoré statistics. It is based on the idea that lexical richness 
in general is proportional to the number of lexemes used exactly once in the text. The 
following formula is used:  

)/(1
log*100

1 VV
NR

−
=  

where N is the length of the text calculated in words, V is the number of all 
lexemes used, and V1 is the number of lexemes with frequency one. In this case, the 
greater is the resulting value, the greater is the lexical richness. 

For calculation of these statistics or for any further analysis, it is important to 
perform morphological normalization. In our case, we used morphological analyzer 
for Spanish described in [2].  

Apart from lemmatizing, this kind of morphological analyzers allows for 
calculation of frequencies of grammar forms, for example, verbs in first person, etc. 

For resolving the homonymy of parts of speech, we used part of the SVMTool 
library that has such functionality. The package was trained for Spanish data. It uses 
the model of Support Vector Machines. The POS tagging accuracy of 96% is claimed. 
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As far as statistics related to syntactic structures is concerned, we calculate the 
number of various types of subordinate and coordinate constructions.  

For semantic analysis, we take into account the scale related with positive and 
negative evaluations [9] Corresponding words were chosen in experiments by 
psychologists. 

For example, the following words and their derivates are used: 

Table 1. Fragment of the table of emotional words 

Words with negative 
evaluation 

Words with 
positive 

evaluation Physical 
threat 

Social threat 

sincere asphyxiate shyness 

honest suffocate failure 

joy faint away rejection 

kind infarct insult 

inspired assault arrogance 

pleasure suicide uselessness 

calm illness awkwardness 

contain... heart... shame... 

3  Application in Psychology 

Writing of the texts, where the stress events are modeled in positive perspective, helps 
to overcome the negative experience. This a special type of text that is called texts of 
emotional autoreflexive writing ([4], [5], [6], [7]). 

The technique of this writing and its further analysis is developed at the 
psychological faculty of the National University of Mexico in collaboration with 
psychologists from the United States. The technique implies further thorough analysis 
of the text by a psychologist. The system allow for automatizing of this analysis, 
while before it had to be performed manually. 

The system contains a database with the information about the persons (patients), 
their visits, and the corresponding texts. The texts can be grouped into the user-
defined corpora or processed independently. 

Results of automatic processing are presented for further manual analysis. Besides, 
there is a possibility to see contexts of usage of a given word, as it is shown in Fig. 1. 
One context is selected in the list of all contexts. The position of this context in the 
whole text is selected also, as it is shown at the bottom part of the figure. 

There is a possibility of editing of the lists of vulgarisms, positive and negative 
words. 
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The system has the possibility of synchronizing with the text a special file that 
contains the measurements of the temperature taken during text writing for each 
phrase. Thus, a psychologist can choose a textual fragment and verify at the 
temperature diagram the corresponding values. 

Fig. 1. Contexts of the word “así” 

 

4  Another Application: Political Discourse 

The developed system is rather universal instrument. We also applied it to analysis of 
the political discourse of the Mexican presidential candidates. Obviously, the data 
about the temperature were not available. 

For the time being, there are three parties that have chances to win the elections. 
We can denote them as “party of the right” (PAN), “party of the left” (PRD) and 
centrist party (PRI). We had access to discourses of candidates of PAN and PRI 
during their campaign of the 2000, Fox and Labastida; and to the discourses of Lopez-
Obrador, the candidate of PRD for the 2006.  

Totally, we analyzed 73 texts (41, 16 and 16 correspondingly). 
The resulting statistical data are given in Table 2. 
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Table 2. Statistics of pre-election discourses 

 Lopez-
Obrador Labastida Fox 

Totally words 29,720 65,000 53,571 

Tokens 9,956 16,434 20,926 

Types 7,956 12,213 17,478 

Lexical richness (Honoré) 447.3 481.3 472.9 

Lexical richness (Brunét) 9.535 9.334 8.24 
 
As can be seen, according to both statistics of lexical richness, it has the lowest 

values for the candidate of the “party of the left” (note that for the lexical richness 
Brunét, the lower is the value, the greater is the richness). It can be explained by his 
orientation to the poorest strata of population. Statistics of lexical richness have 
controversial values for the candidates of the “party of the right” and centrist party, 
though the differences are not large. We explain it by the fact that one of candidates 
touched more themes in his discourses, and, thus, had a chance to use more words 
with frequency one, which is the crucial factor in one of the statistics (Honoré). 

Table 3. Usage of some emotional words 

Evaluation Lopez-
Obrador Labastida Fox 

Positive 
thank (3)
trust (3)
security (3) 

security (9)
honesty (8)
calm (4) 

sure (6) 
security (4) 
thank (1) 

Social threat 
reject (6)
criticism (1)
failure (1) 

shame (1)
fury (1)
criticism (1) 

insult (4) 
criticism (1) 
despite (1) 

Physical threat attack (1) 
attack (6)
illness (3)
wound (3) 

accident (1) 
attack (1) 
illness (1) 

 
As can be seen, the candidate of the “party of the left” uses less words with 

positive evaluation, more words with negative social threat and avoids words with 
negative physical threat. 

On the other hand, the candidate of the centrist party uses more words with 
positive evaluation and with negative physical threat. 

This data is preliminary and deserves more detailed processing and analysis. We 
give it here as an example of the application of the system and its possibilities. 
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5  Conclusions 

We described the system that is designed for helping the psychologist during analysis 
of a special type of texts – texts of emotional autoreflexive writing. These texts 
represent stressing situations of life of a person and allow him to blow off; usually 
they are written by victims of crimes. On the basis of the linguistic analysis of the 
texts, the psychologist can make conclusions about his emotional state. The system is 
aimed to help the psychologist, because before the system was developed, this kind of 
analysis was done manually and took a lot of time.  

The system is implemented for Spanish language. It performs automatic 
morphological analysis, calculates various statistics (frequencies, lexical richness, 
etc.), calculates apart data for words with emotional connotations, because these 
words are especially important for psychological analysis. The system has patients’ 
database and a mechanism of synchronization of temperature measurements during 
text writing with text writing process.  

The system is rather universal instrument for linguistic analysis oriented to 
psychological or social tasks. We applied it without any changes to analysis of 
political discourse, namely, to the pre-election discourses of Mexican presidential 
candidates. 
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Abstract. There have been some studies about spoken natural language dialog, 
and most of them have successfully been developed within the specified do-
mains. However, current human-computer interfaces only get the data to proc-
ess their programs. Aiming at developing an affective dialog system, we have 
been exploring how to incorporate emotional aspects of dialog into existing dia-
log processing techniques. As a preliminary step toward this goal, we work on 
making a Chinese emotion classification model which is used to recognize the 
main affective attribute from a sentence or a text. Finally we have done ex-
periments to evaluate our model. 

1   Introduction 

The latest scientific findings have indicated that emotions lead an important role in 
human intelligence, such as decision-making, inter-communication and more. Re-
searchers like Picard have recognized the potential and importance of affect to hu-
man-computer interaction, dubbing work in this field as “affective computing” 
[1].Recent research has placed more emphasis on the recognition of nonverbal infor-
mation, and has especially focused on emotion reaction. Many kinds of physiological 
characteristics are used to extract emotions, such as voice, facial expressions, hand 
gestures, body movements, heartbeat and blood pressure. In order for intelligent user 
interfaces to make use of user affect, the user’s affective state must invariably first be 
recognized or sensed. Especially, affective information is pervasive in electronic 
documents, such as digital news reports, economic reports, e-mail, etc. With the help 
of natural language processing techniques, emotions can be extracted from textual 
input by analyzing punctuation, emotional keywords, syntactic structure, and seman-
tic information. [2] It follows that the development of robust textual affect sensing 
technologies can have a substantial impact in trans-forming today’s socially unkind 
text-based user interfaces into socially intelligent one.  

In this paper, we use verbal information to make a model to acquire emotional in-
formation from text with the constructed thesaurus and to recognize the textual sens-
ing of Chinese in a semi-automatic way. We classify the emotion of vocabulary into 
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12 basic emotion categories, then we give an affect sensing model and give a detailed 
introduction of all the parts in this model. 

This paper will continue as follows, in section 2 we show how emotion words are 
classified, in section 3 there is an emotion classification model made and we experi-
mented on our system, and gave an evaluation in section 4 and finally we go to the 
part of conclusion. We believe this research not only can be valuable for Chinese 
deeper understanding but also can do some help to our Chinese teaching for foreign-
ers. 

1.2   Chinese Natural Language Processing 

NLP is a subfield of artificial intelligence and linguistics. It studies the problems 
inherent in the processing and manipulation of natural language, and, natural lan-
guage understanding devoted to making computers "understand" statements written in 
human languages. The major tasks of NLP are text to speech, speech recognition 
natural language generation, machine translation, question answering, information 
retrieval, information extraction, text-proofing, automatic summarization etc.. In the 
last few years some researchers begin to pay attention to the emotion recognition in 
NLP. In American and Japan some researchers have begun to do some work about 
affect and they have gotten great achievements in natural language such as the fa-
mous MIT Media laboratory they work on with English, Tottori University some 
people work on with Japanese. There is also some progress in Chinese.  

Computer application on Chinese NLP is still on the starting stage. The main diffi-
culty is the lack of a comprehensive electronic Chinese thesaurus as a tool to help for 
analysis. The fundamental element of constructing a system which has the ability to 
sense the emotional information is the vocabulary that make up a sentence. We con-
sulted many dictionaries for the information of affect such as xiandaihanyu diction-
ary, hanyuxingrongci dictionary, etc. In these dictionary resources we find the em-
bodied knowledge is almost the same including phonetic, part of speech, semantic, 
examples and sentential component etc. 

2   Emotion Word Classifying 

Research on emotion is dogged by ad hoc selections of emotions to work with. There 
is no agreed benchmark, in the form of a range of emotion terms that a competent 
system should be able to apply. Without that, it is impossible to assess the perform-
ance of emotion detection systems in a meaningful way. In the past emotion has been 
divided into two categories by some people: pleasure / displeasure. But the classified 
pleasure/displeasure is too ambiguous to consider the user’s emotion.  

In psychology and common use, emotion is an aspect of a person's mental state of 
being, normally based in or tied to the person's internal (physical) and external (so-
cial) sensory feeling. Love, hate, courage, fear, joy, sadness, pleasure and disgust can 
all be described in both psychological and physiological terms.  
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In contemporary Chinese the emotion word based on psychology and susceptibility 
can be divided into 39 kinds [3]. But in all these kinds of emotions there are only part 
of them being used in our everyday life. We are trying to identify the main com-
pounds (if such they are) that actually occur in everyday life. We have done that by 
trying to identify a relatively small vocabulary of words that people regard as suffi-
cient to describe most emotional states and events that are likely to occur in everyday 
life. Using the 7 universal emotion categories defined by Ekman[4], and plus some 
categories which we have identified important in our research, such as nervous, re-
gretful, love, for the reason of their frequency of being used, and strong sensation. 
Here we classified emotion into 12 categories. When there is no emotion we call this 
state equable. The kinds of emotion are shown in the Table 1. 

Table 1. 13 kinds of emotion. 

Emotion  
Happy Sad Fearful Disgusted Angry Surprised
Love Expectant Nervous Regretful Praiseful Shy Equable 

3 Emotion Classification Model 

 
Fig.1 Flow chart of the emotion classification model 

The most popular method for performing emotion recognition from text is to detect 
the appearance of emotional keywords. Generally, not only the word level but also 
the syntactic and semantic levels may contain emotional information. We make a 
model of sentence analyzing system. The flow chart is as (Fig.1). In our model there 
are five parts. They are: Lexical analysis, Syntax analysis, Emotion sensing, Emotion 
tagging, and Emotion computing. In this model two kinds of database are included in, 
because they are the basic elements of our research. 
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3.1   Lexical Analysis  

In this part we select the ICTCLAS system for our research. Because it is considered 
to be one of the best lexical analyzers in the Chinese natural language with the high 
segmentation accuracy reaching to 97.58%. Basing on the Chinese Lexical Analyzer 
named ICTCLAS (Institute of Computing Technology, Chinese Lexical Analysis 
System) of using hierarchical hidden Markov model (HHMM). [5] As everyone 
know, Hidden Markov model (HMM, L.R. Rabiner, 1989)[6] has become the method 
of choice for modeling stochastic processes and sequence in natural language proc-
essing, because HMM is very rich in mathematical structure and hence can form theo-
retical basis for use. However, compared with the sophisticated phenomena in natural 
language, traditional HMM seems hard to use due to the multiplicity of length scales 
and recursive nature of the sequences. Therefore Shai Fine et al (1998)[7] proposed 
hierarchical hidden Markov model, which is a recursive and generalized HMM. They 
apply to word segmentation class-based HMM, which is a generalized approach cov-
ering both common words and unknown words.  Given a word wi  class ci is defined 
in Fig. 2. Suppose |LEX| to be the lexicon size, then the total number of word classes 
is |LEX|+9. 

This Chinese lexical analysis is based on Shai’s work given a formal description of 
HHMM. For convenience, they also use the negative log probability instead of the 
proper form. That is: 

∑
= −−−=
m

i ixixpixiyp
W

W
1

)]1|(ln)|(ln[minarg#  

 

According to the word class definition, if iy is listed in lexicon, then ix  is iy , and 

p( ii xy | ) is equal to 1.0. Otherwise, p( ii xy | ) is probability that class ix  initially 
activates  iy , and it could be estimated in its child HMM for unknown words recog-
nition.[8] 

3.2   Syntax Analysis 

This part is inspired by the model of the structural context conditioned probabilistic 
parsing put forward by the Institute of Computing Technology. There are three prob-
abilistic parsing models, which are successive augmentations of the conventional 
PCFG(probabilistic context-free grammar) . In this sequence of models outlined, 
wider and wider structural context is taken as the conditioning events to condition the 
derivations. 

Before emotion classification, there is another important point of our system we 
have to mention in advance. It is how to construct a database to ensure our system 
runs smoothly. 
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3.3 Database Construction 

Computer application on Chinese NLP is still in the starting stage. The main diffi-
culty is the lack of a comprehensive electronic Chinese thesaurus as a tool to help for 
analysis. Thus, to overcome the problem we mentioned above, we intended to con-
struct a machine tractable and readable Chinese emotion thesaurus to help the analy-
sis of Chinese NLP. 

Here we constructed a database filled with emotional information of Chinese words 
in order to help the next part of emotion sensing. On the other hand, due to needing a 
thesaurus to acquire directly the emotional information of a word we also make this 
database able to be used singly as a thesaurus. There are about 4800 words collected 
from various dictionaries such as “ChangYongBaoBianYiXiangJie dictionary”[6] and 
People’s Daily tagging corpus of the Institute of Computational Linguistics of Peking 
University. For each emotional word, the corresponding emotion descriptor is manu-
ally defined. The emotion descriptor is a set of descriptions of the emotion reactions 
corresponding to the keywords.  Basically, it contains an emotional state label and an 
image value, which ranges from –2 to 2. 

Database Structure. Base on the statistics result in People’s Daily tagging corpus of 
the Institute of Computational Linguistics of Peking University, the word emotional 
trends are described and formulized in our dictionary.  When constructing the 
database of emotional information we select the phonetic, part of speech, the image 
value, and the category of emotion is called emotional attribute. Sometimes the word 
is not only in one of the 12 categories of emotion, it is in two or three kinds of those 
emotions. In such an instance every emotion is recorded in our dictionary. Especially 
in our research, we define the concept of “image value” that is used to express the 
affective intensity of the emotional words. Many authors agree that emotions can be 
organized roughly into a two-dimensional space whose axes are evaluation (i.e. how 
positive or negative the emotion is) and activation (i.e. the level of energy a person 
experiencing the emotion is likely to display) [9]. That provides a useful basic 
continuum in which to embed emotion words. Worse than negative or better than 
positive we defined it as derogatory or commendatory and between them we use 
neutral as a median . Here are the five levels we have defined:   

derogatory-> negative-> neutral-> positive-> commendatory  

3.4   Emotion Classification 

Emotion classification has four processes consisting of sentence pattern extracting, 
emotion sensing, emotion tagging and emotion judging. Firstly, the sentence pattern 
will be extracted from the sentence which had been syntactically analyzed. Then how 
many emotion words in the sentence will be calculated and with this result the se-
lected words will be tagged with the emotion attribute. At last, there will be a judg-
ment of the sentence, which will express the central emotion of the whole sentence. 
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Sentence Pattern Extracting. From the results shown in 4.2, we found it is difficult 
to recognize emotion if the Sentence pattern is not examined. We also found in 
different sentence patterns, headwords to be extracted are different. For instance, 
S+V+P pattern “V” is used as copular, such as “shi(是) ”，“kanqilai(看起来) ”, 

“haoxiang(好像) ”,and so on. So the “P” composition of the sentence will be the main 
part expressing emotion. We look at this “P” part as our studying point. That is to say 
the final emotional state is determined based on all emotional keywords which are 
estimated based on the emotion thesaurus which is a collected emotion corpus we 
have made. There is also another element in syntax analysis. Conjunction plays a very 
important role in analyzing emotion sentences. From the grammatical knowledge-
base of contemporary Chinese, we classify the connectives into six categories from 
97 conjunctions. They are: parataxis, transition, concession, alternative, hypothesis 
and causation. 

Emotion Sensing. Basing the part of “P” mentioned in the section above we can use 
our database to recognize the emotion category of the sentence in the text. Sometimes 
there are more than one main word. All these main words are evaluated by their 
image values, and the average will determine the characteristic of the sentence. The 
accuracy of this type of sentence can reach 90%. The result of our first step proves 
our research is effective and feasible. On the other hand, in analyzing complicated 
sentences relying on The Grammatical Knowledge-base of Contemporary Chinese 
published by Peking University is also considered to be a good way. By using the 
grammatical knowledge-base we can get to know which word can be used in which 
sentence pattern basing on the component of the word. 

One more thing we have done is use the synonym thesaurus made by the Informa-
tion Retrieval Laboratory of HIT (Harbin Institute of Technology University) in order 
to reduce the query of words, because words can be well classified. 

Emotion Tagging. For every possible emotional word and its related intensity, the 
system also requires particular marks. Unless there is an emotional word in the 
sentence, all of the sentences will be disregarded. If the emotional word refers to the 
person himself / herself and it is referring to present continuous, then the parser might 
generate the output. 

After the part of emotion sensing having been analyzed, this part of emotion tag-
ging will apply the result of the Lexical Analysis part which splits sentence into 
words and detects through the emotion thesaurus to find the corresponding tag cate-
gory of each word. In the following, tag all the emotional keywords by the image 
values and the features of emotion. There are five levels in that value form –2 to +2. 

In a general way there is more than one emotional keyword in the sentence and all 
the keywords we have selected have an image value and are arranged in succession 
according to the order of appearance by the reference frame graph. 

Emotion Judging. To extract the emotional state from the text, we assume that every 
input sentence includes one or more emotional keywords and emotion modification 
words. The final emotional state is the combination of the three outputs: the emotion 
descriptors of the emotional keywords, the image values of the emotion keyword and 
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the memory graph of the context sensitivity. Using the image value and memory 
graph of the keywords which have been tagged over, we can consider the average 
value of sentences inputted as the sentence’s image value. By considering the 
memory curve of context sensitivity we can also get the emotion features of the 
sentences. First, we gather all the kinds of the emotion appeared in sentences 
according to the result of Emotion Tagging. Using the context-sensitive knowledge 
we can eliminate the most impossible emotion and sort out several kinds of most 
primary emotions, then finish the part of emotion computing and get the result of 
computing. Commonly the result is not only the singleness of one kind of emotion, 
but the admixture of several kinds of emotion. 
 

 
Fig.2. Interface of emotion classification model 

The interface of our model is shown in Fig.2 above. People can catch an intuition-
istic image from the figure. 

4   Experiments and Evaluation 

In order to indagate the correct extent of our system we have done two kinds of ex-
periments. One is about the emotion definition extracted from the sentences. The 
other one investigated the definition of the emotion extracted from the text.  

4.1. Emotion classification from sentence 

News (http://www.people.com.cn/) (about 410 sentences) pulled out from web is as 
testing data used to the system which we have constructed, and the experiment that 
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classify emotions from every one sentence was done. Whether the output of our sys-
tem is correct is checked by person manually. Here is the table: 

Table 2. The accuracy of our model on sentence. 

 Sentence pattern  Sentences 
Sentences 
 (Emotional expression is con-
tained.) 

“…shi(是)…” ：120 
“…you(有)…”：30 

Others         ：50 

200 

Number of correct answers “…shi(是)…” ：110 
“…you(有)…”：25 

Others         ：25 

160 

Number of incorrect answers “…shi(是)…” ：10 
“…you(有)…”：5 

Others         ：15 

30 

Number of indetermination “…shi(是)…” ：0 
“…you(有)…”：0 

Others         ：10 

10 

 
From Table 2. we can see the accuracy is divided into three parts according to the 
sentence pattern. In Chinese sentence pattern “…you…”is like the “…is…”sentence 
pattern of English. This pattern is used to show speaker's view, opinion, and attitude 
chiefly. The predicate usually used to express the explanation and the explanation to 
the subject. When emphasizing or concluding, a hard will is expressed, sometime a 
soft tone or a euphemistic tone is also shown. The result of the experiment obtained 
by "…shi…" sentence pattern was very high, and the accuracy can reach to 
92%(110/120). 

Successful examples: 
1. 今天的报告真是太精彩了.(Today's lecture was indeed wonderful.)  output--

>praiseful 
2.  这真是件好事. (This is really a good thing.)       output-->happy 

Faulty example:  
1.这孩子淘气是淘气,可并不是一点儿也不听话. (This child is persuasible although 
he is naughty.)  output-->praiseful   correct answer-->love 

The meaning of sentence pattern “…you…”in Chinese is same like the pattern of 
“there is/are ”or “sb./sth. has/have…. ”. This is also a sentence pattern which ex-
presses the attribute of the subject and has the secondary accuracy reaching to 83.3%. 

Successful examples: 
1. 教书这个工作很有意义 (Teaching is a meaningful work).  output-->praiseful 

2. 这家伙有一肚子坏水.(He has lots of evil plans in his brain)   output-->disgust 
Faulty example: 
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1. 去年国民收入有了增长. (National income has increased last year.)  output--
>equable   correct answer-->happy 

There is a possibility that the judgment is not accurate when the particle is modi-
fied by the adverb and put in the last. 

From this experiment we can find that the system can not interpret from the char-
acter when vague information came out, so there are often sentence that was not able 
to be understood. The ability of man "Common sense" is necessary. 

4.2. Emotion Classification from Text.  

Various kinds of information were selected from the internet 
(http://www.people.com.cn/、http://www.sina.com.cn/) for our experiment. In this 
experiment we will test the accuracy of emotion classification when the resource are 
the texts including more sentences than one. In those 250 texts we find three kinds of 
information stand out from the others. 

Table 3. Accuracy of our model on text 

Sentences Kind of text Number 
Randomly selected News 

Business 
Story 

100 
80 
70 

Emotional expression is contained. News 
Business 
Story 

78 
45 
57 

Number of correct answers News 
Business 
Story 

69 
37 
31 

Number of incorrect answers News 
Business 
Story 

9 
8 
26 

Accuracy News 
Business 
Story 

88.5% 
82.2% 
54.4% 

 
The result of this experiment is also divided into three on the type of the text. From 

the experiment the highest accuracy is from the news type of the text that can reach to 
88.5%. In the successful results, the received accuracy when emotional words in the 
text which have the same emotion attribute is higher than that emotion caused phe-
nomenon was included in the text. The most difficulty in emotion analyzing text is 
when there are several kinds of emotion in judging which ones play the strong role 
but in news and business such trouble like above is few and the alteration of emotion 
is also few, so the result is not confused by them. It is why the accuracies of them are 
higher.  
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5   Conclusion 

In this paper we have firstly talked about our emotion thesaurus and how we con-
structed it, then we using the already constructed thesaurus as our emotion database 
constructed the emotion classification model which was used to conjecture the emo-
tion one or more in the sentence or text and whether is positive or negative the text or 
sentence is used to express. At last we have done two experiments and from the re-
sults we work on evaluation.  

So far we have outlined is in order to prove the model we have tried constructing 
is feasible and useful although now is on the preliminary stage. This research can be 
used in special domain such as E-mail quick look user can chose which mail he needs 
to read firstly. We also think it could be used for the language applications someday 
in the future.    
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Franco Rojas López1, Héctor Jiménez-Salazar1

David Pinto1,2, A. López-López3
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Abstract. This work presents a variation of the traditional text rep-
resentation based on the vector space model, used in Informational Re-
trieval. In particular, a representation is proposed, intended to select
terms for indexing and weighting them according to their importance.
These two tasks are performed taking into account the terms with medium
frequency, that have shown an advantage to reveal keywords. The results
of experiments using an information retrieval system on the TREC-5 col-
lection show that the proposed representation outperforms term weight-
ing using tf · idf, reducing simultaneously the dimensionality of terms to
less than 12%.

1 Introduction

Vector Space Model (VSM) was proposed by Salton [10] in the 1970’s. This
model states a simple way to represent documents of a collection; using vectors
with weights according to the terms appearing in each document. Even though
several other approaches have been tried, such as the use of representative pairs
[7] or the tokens of documents, vector representation based on terms remains a
topic of interest, since some other applications of Natural Language Processing
(NLP) use it, for instance, text categorization, clustering, summarization and so
on.

In Information Retrieval (IR), a commonly used representation is the vector
space model. In this model, each document is represented as a vector whose
entries are terms of the vocabulary obtained from the text collection. Specifically,
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given a text collection {D1, . . . , DM} with vocabulary V = {t1, . . . , tn}, the

vector
−→
Di of dimension n, corresponding to document Di, has entries dij , where

the value of an entry dij is the weight of term tj in Di:

dij = tfij · idfj , (1)

where tfij is the frequency of term tj in document Di, idfj = log2(
2M
dfj

), and dfj is

the number of documents using term tj . In collections of hundreds of documents,
the dimension of the vector space can be of tens of thousands.

A key element in text representation is basically the adequate election of
important terms, i.e. those that do not affect the process of retrieval, clustering,
and categorization, implicit in the application. Besides, they have to reduce the
dimensionality without affecting the effectiveness. It is important, from the rea-
son just explained, to explore new mechanisms to represent text, based on terms
appearing in the text. There are several methods to select terms or keywords
from a text, many of them affordable in terms of efficiency but not very effective.
R. Urbizagástegui [12] used the Transition Point (TP) to show its usefulness in
text indexing. Moreover, the transition point has shown to work properly in term
selection for text categorization [4] [5] [6]. TP is the frequency of a term that
divides a text vocabulary in terms of high and low frequency. This means that
terms close to the TP, of both high and low frequency, can be used as keywords
that represent the text content. A formula to calculate TP is:

TP =

√
1 + 8 · I1 − 1

2
, (2)

where I1 represents the number of words having frequency 1. Alternatively, TP
can be found as the lowest frequency, from the highest, that does not repeat,
since a feature of low frequencies is that they tend to repeat.

This work explores an alternative to the classic representation based on the
vector space model for IR. Basically, the proposed representation is the result
of doing a term selection, oriented to index the document collection and, in
addition, a weighting scheme according to the term importance. Both tasks are
based on terms allegedly having a high semantic content, and their frequencies
are within a neighborhood of the transition point.

Following sections present the term weighting scheme, experiments done us-
ing TREC5 collection, results, and a discussion with conclusions.

2 Term Selection and Weighting

The central idea behind the weighting scheme proposed here is that important
terms are those whose frequencies are close to the TP. Accordingly, term with
frequency very ”close” to TP get a high weight, and those ”far” from TP get
a weight close to zero. To determine the nearness to TP, we proceed empiri-
cally: selecting terms with frequency within a neighborhood of TP; where each
neighborhood was defined by a threshold u.
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Given a document Di, we build its vocabulary from the frequency, fr, of each
word: Vi = {(x, y)|x ∈ Di, y = fr(x)}. From the vocabulary, we can calculate
I1 = #{(x, y) ∈ Vi|y = 1} for Di. So, using equation 2, TP of Di is determined
(denoted as PTi), as well as a neighborhood of important terms selected to
represent document Di:

Ri = {x|(x, y) ∈ Vi, TPi · (1 − u) ≤ y ≤ TPi · (1 + u)}, (3)

where u is a value in [0, 1].
The important terms of document Di are weighted in the following way. For

each term tij ∈ Ri, its weight, given by equation 1, is altered according to the
distance between its frequency and the transition point:

tf ′
ij = #Ri − |TPi − tfij |. (4)

3 Data Description

TREC-5 collection consists of 57,868 documents in Spanish, and 50 topics (queries).
The average size of vocabulary of each document is 191.94 terms. Each of the
topics has associated its set of relevant documents. On average, the number of
relevant documents per topic is 139.36. The documents, queries and relevance
judgements used in the experiments were taken from TREC-5.

4 Experiments

Two experiments were performed, the first aimed to determine the size of the
neighborhood u (eq. 3) and, the second was oriented to measure the effectiveness
of the proposed scheme on the whole collection TREC-5. In these experiments,
we applied standard measures; i. e., precision (P ), recall (R), and F1 measure
[13] defined as follow.

P =
#relevant docs. obtained by the system

#docs. obtained by the system
, (5)

R =
#relevant docs. obtained by the system

# relevant documents
, (6)

F1 = 2·P ·R
P+R

. (7)

4.1 Neighborhood Determination

Two subsets of TREC-5 were extracted, S1 and S2 sub-collections, with 933
and 817 documents, respectively. Each one contains documents relevant to two
topics, in addition to non relevant documents selected randomly, in a double
rate to relevant documents. Several threshold values were tested, whose results
are displayed in Figure 1.
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Fig. 1. Values of F1 using three thresholds in two sub-collections of TREC-5.

Sub- u

collection 0.3 0.4 0.5

S1 0.34 0.37 0.39
S2 0.28 0.34 0.38

Other values of u led to F1 values less or equal to those showed in the table
of Figure 1. We picked u = 0.4, even though this does not produce the maximum
F1, but allows to determine a lower bound of the performance of the proposed
term selection.

4.2 Term Selection and Weighting Performance

Document indexing was done using formulas 3 and 4, in addition to classic
term weighting (eq. 1) in the whole TREC-5 collection, and submitting the 50
queries. Retrieved documents were sorted according to their assessed similarity

to the query (ranking). For a vector query −→q , and a document
−→
Di, its similarity

was calculated using the cosine formula. Finally, to assess the effectiveness, we
calculate average precision at standard recall levels, as shown in (fig. 3) [1] for
classical and proposed (using TP) weighting.

Figure 2 summarizes the number of terms in the vocabulary for the whole
collection, average number of terms per document, and the percentage of terms
generated by the proposed indexing with respect to those produced by the clas-
sical representation.

F i g. 2. Vo cab u lary  for t h e  Two R ep resent at ion s.

Total /parti al C l as s i c T P %

TREC-5 235,808 28,111 11.92

Average × doc. 191.94 6.86 3.57

5 Discussion

G. P. Luhn based on the argument that high frequency terms are very general
and can lead to low precision, while those of low frequency result in low recall,
proposed with insight what has been confirmed empirically. As stated above,
the problem of determining adequate words to index documents is of interest in
several tasks.

The use of transition points for the problem of term selection has shown
effectiveness in some contexts [6] [9] [8].
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Fig. 3. Average Precision at standard Recall levels, using classical and proposed weight-
ing.

The base on which lies the identification of medium frequencies has been
taken from the formulae presented in 1967 by Booth [2], intended to determine
a value that it was not high or low. From this formulae, the TP began to be
used in the identification of keywords in a text [12]. In the present work, TP
was used in a particular way: term weighting considering a neighborhood of
frequencies around TP. The formula that determines such neighborhood (eq. 3)
comes from the characteristics assumed for the TP [3]. It is not the same case
for the weighting equation (4) which modifies the classical weighting (eq. 1).
In the former, it is implicit the fact of repeating the terms that occur in the
neighborhood as many times as their complementary distance to TP. That is
the rationale of the replacement of tfij in eq. 1 by the proposed weighting (eq.
4). This repetition is a simple way to reinforce the importance of a term whose
frequency is in the TP neighborhood.

The text representation problem, using the VSM, implies the selection of
index terms and their weighting. Despite the fact that VSM and the classical
weighting have several decades of existence, nowadays they are in essence being
used in a diversity of NLP tasks; e.g. text categorization, text clustering, and
summarization. It is a well known empirical fact that using all terms of a text
commonly produces a noisy effect in the representation [11]. The high dimen-
sionality of the term space has led to a index term analysis. For instance, Salton
et al. [10] proposed a measurement of discrimination for index terms, i.e terms
defining vectors in the space that better discerned what documents answer a
particular query. They concluded that, given a collection of M documents, the
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“more discriminant” terms have a frequency in the range [ M
100 , M

10 ]. This result
suggests to analyze the discriminant value of terms in a neighborhood of TP.

The diversity of proposals on feature selection are conceived into supervised
and unsupervised methods. An advantage of the method here presented is its
unsupervised nature, so it is possible to use it in a wide variety of NLP tasks.

The results obtained for TREC-5 encourage to confront TP with other pro-
posed representations, and its application in different collections to validate the
observed effectiveness. Moreover, we identify the need to establish precisely the
advantages of this representation on some other task of NLP.
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Abstract. In this work, terms weighting is explored using the Vector
Space Model framework. We rely on the hypothesis that terms with
medium frequencies have high semantic content. This idea has been ex-
ploited before using the Transition Point approach, but manual selection
of a threshold is required. We present a formula for determining these
“important” frequencies automatically without any threshold setting. We
made experiments for Information Retrieval and Text Extraction tasks
using three subcollections of TREC-5. The results show that the sug-
gested weighting scheme is a considerable improvement of the Transition
Point approach.

1 Introduction

The Vector Space Model framework is very useful approach to text representation
in Natural Language Processing tasks, like text categorization, text clustering
or automatic summarization. Even when other models, such as probabilistic or
fuzzy, are used, this model is mentioned as a good one [6]. In Vector Space
Model, each document is represented as a vector, which indexes are all words
(terms) used in a given text collection. Namely, for a text collection {D1, ..., DM}

with terms V = {t1, ..., tn}, the vector
−→
Di of dimension n that corresponds to

the document Di is composed of entries dij with weight of each term tj in Di

obtained according to the formula:

dij = tfij ∗ idfj, (1)
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where tfij is frequency of the term j in the document i, while idfj refers to the
number of documents that use the term j, dfj . It is calculated as

idfj = log2(
2 · M

dfj

).

This can be explained as following: the term with high frequency in the text has
large weight only if it occurs in a small number of documents. If a high frequency
term occurs in many documents, then it does not convey real information because
it does not allow for distinguishing between the documents.

The idea that we present in the paper is based on the fact that the terms with
medium frequency should have the major weight, and while the terms are more
distant from the range of medium frequencies, the less their weight is. There
are descriptions of experiments that demonstrate that the usage of variations of
weights (Eq. 1) using threshold and transition point (TP) is promising [7] [4]. In
this paper, we propose a formula for determining medium frequencies without
a threshold. It is shown that this formula allows for obtaining equal or better
performance than the TP.

The work has the following structure: first we describe how to determine the
range of medium frequencies of a text, then we present the suggested weighting
formula, after this, the extraction of the representative sentences from a text is
described, and finally, the results of the experiments are discussed.

2 Transition Point Range

One of the important tasks of text representation is the selection of a subset of
terms that are good representation of a text and permit operations of catego-
rization, clustering, searching, etc. using the selected subset instead of a whole
document. There are various methods for selection of indexing terms or key
words, for example, Urbizagástegui [2] used the transition point for showing the
usefulness of text indexation.

Transition point is a frequency of a term that divides text vocabulary into
terms of low and high frequencies. The terms that are useful for text represen-
tation are situated around the TP, because it is supposed that they have high
semantic content. The formula for the calculation of TP is as follows:

TP =

√
1 + 8 ∗ I1 − 1

2
, (2)

where I1 represents the number of terms with frequency 1. This empiric formula
seeks the identification of a frequency that is neither low, nor high. Usually,
many terms correspond to low frequencies; say, more that 50% of terms in an
average text have frequency 1, etc. This formula excludes them from the con-
sideration explicitly. The calculated frequency (TP) is the lowest of the high
frequencies. The alternative calculation of TP is seeking the lowest frequency
that is not repeated, i.e., the first frequency that corresponds to exactly one
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term. It is justified by the fact that several terms usually correspond to values
of low frequencies.

In this paper, we suggest to use two transition points basing on the idea of
repetition of frequencies. The first TP is the lowest of the high frequencies that is
repeated, TPa, i.e., we start form the highest frequency and go downwards until
we find the first repetition. The second TP is the highest of the low frequencies
that is not repeated, TPb, i.e., we start from the lowest frequency and go upwards
until we find the first term with unique (non-repeated) frequency. Thus, we define
the range of medium frequencies, namely, transition range, [TPb, TPa].

In the following sections, we describe the application of the transition range
to information retrieval and extraction of the representative sentences tasks.

3 Weighting of Terms

As we mentioned before, the documents can be represented by the weighted
terms. In [7] a scheme of term weighting which takes into account the TP is
presented. The method proposed there is different from Eq. 1, namely

dij = IDPTij × DPTCi, (3)

where IDPTij = 1/|TPj − tfji| is the inverse distance of the term i to the TP
of the document j, and DPTCi = |TP − fri|, is the distance between the term
i and TP, calculated for the whole collection.

For our experiment, the definition of IDPTij is given by:

IDPTij =







1 if tfji ∈ [TPbj, TPaj],
1/(tfji − TPaj) if TPaj < tfji,
1/(TPbj − tfji) if TPbj > tfji.

(4)

where [PTbj, PTaj] is the transition range of the document j. DPTCi also is
adapted to the two frequencies of transition that are global now:

DPTCi =







1 if fri ∈ [TPb, TPa],
fri − TPa if TPa < fri,
TPb − fri if TPb > fri.

(5)

Here [TPa, TPb] constitutes the transition range of the whole collection and fri

is the frequency of term i in the collection.

4 Representative Sentences in Texts

Let us consider the task of selection of the most “representative” sentences of a
text. We base on the work [8], where the terms near TP are considered for as-
signing scores to sentences and generate an extract composed by three sentences
with major scores. The proposed approach is as follows:
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1. Preprocessing. Document splitting into sentences is performed, taking into
account abbreviations, etc. The words from the stop list are eliminated from
the sentences. These are words like prepositions, articles, etc.

2. Vocabulary extraction. All terms are extracted and their frequencies are
calculated.

3. Transition range. The transition range is calculated according to the proce-
dure described above. The “virtual paragraph” (VP) is generated, i.e., the
paragraph, to which all terms that belong to the transition range are added.

4. Assignment of scores to sentences. Each sentence is assigned a score accord-
ing to its similarity to the VP.

5. Extraction of representative sentences. Three sentences with major scores
according to their similarity to the VP are taken.

The extract quality is verified by its comparison with the complete document.
One of the ways of doing this is the usage of the extract instead of the full text
in certain tasks like Information Retrieval. If the IR system performs in the
same way, then the quality of the extract is good. For our experiments, we
used Jaccard’s formula to calculate the similarity between the query and each
document in the collection, as in [8].

sim(D, q) =
#(D ∩ q)

#(D ∪ q)
.

5 Obtained Results

We conducted experiments with term weights assignment based on the transition
range and detection of representative sentences. Several subcollections of TREC-
5 were used allowing comparison of results with previous works. Further we
describe subcollections and then the obtained results.

5.1 Data Description

Collection TREC-5 is a text collection of more than 50,000 documents in Span-
ish and 50 topics (possible queries). Each topic is assigned a set of documents
that correspond to it, i.e., are relevant for this topic. The TREC-5 documents,
queries, and relevance criteria were used in our experiments. We defined three
subcollections from the documents according to the following algorithm: for a
given topic, we add all relevant documents to the subcollection, and then add
twice as many non-relevant documents. Table 1 contains the number of docu-
ments in subcollections.

The subcollections were preprocessed and words from stop lists were elimi-
nated. The queries were preprocessed as well in the same way. Besides, all letters
in queries were changed to lower case. The topics are shown in Table 2.
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Table 1. TREC-5 subcollections for 6 topics.

Subcollection Topics # #Relevant

1 c1 : c3 1117 211 : 164
2 c10 : c11 933 206 : 105
3 c14 : c15 817 281 : 6

Table 2. Topics used in evaluation.

c1 mexican oposition FTA (free trade agreement)
c3 pollution mexico city
c10 mexico important country transit war antidrug
c11 water rights rivers frontier region mexico unites states
c14 monopoly oil pemex has great influence mexico
c15 dispute fishing caused capture fishing ships unites staes

5.2 Results

In Fig. 1, the results are presented for each subcollection and for each method.
The Column 1 refers to the method. For three first rows, the method based on
weighting was used, while for three last rows the extract generation was applied.
For each subcollection, we calculated the values of precision P , recall R, and F1

measure, see, for example, [3].

P =
#relevant documents obtained by the system

#total documents obtained by the system
, (6)

R =
#relevant documents obtained by the system

#total relevant documents
, (7)

F1 = (2 · P · R)/(P + R). (8)

The methods that are referred to as TR use transition range, while those referred
to as TP are based on transition point as it is explained in sections 3 and 4.

Fig. 1. Transition range.
Method Subcol. 1 Subcol. 2 Subcol. 3

P R F1 P R F1 P R F1

Classic 0.28 0.61 0.38 0.21 0.74 0.33 0.33 0.93 0.48
TR 0.24 0.17 0.2 0.17 0.2 0.18 0.34 0.78 0.47

TP 0.34 0.06 0.1 0.13 0.29 0.18 0.44 0.31 0.33

Full text 0.16 0.47 0.24 0.17 0.68 0.27 0.18 0.69 0.28
TR 0.16 0.22 0.19 0.19 0.39 0.26 0.18 0.48 0.26

TP 0.37 0.07 0.11 0.19 0.33 0.24 0.19 0.19 0.19
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6 Conclusions

We presented an approach that allows for detection of the transition range,
i.e., the range of terms with medium frequencies in a text. This range has the
properties that correspond to the expected behavior of the terms, which are in
the transition from terms with low frequency to terms with high frequency. It is
supposed that terms in this range are the most representative terms of a text.
The advantage of the approach is that it does not require choosing manually
any thresholds. Certainly, the results are not as good as in the classic approach
that uses tfij · ifdj or as in the case of usage of the complete documents. We
showed that the transition range gives better results than the transition point;
however, this claim must be tested in a larger collection. It is necessary to take
into account that transition range has similar behavior and inherits practically
all numerous applications of the transition point. So, we can recommend the
usage of the transition range in natural language processing applications instead
of the transition point because of its extensive advantages.
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Abstract. This paper addresses the problem of identifying and selecting rele-
vant sources of information in order to enhance the accuracy of recommender 
systems. Recommender systems suggest to the users the items they will proba-
bly like. The large amount of information available nowadays on Internet 
makes the process of detecting user’s preferences and selecting recommended 
products more and more difficult. In this paper we present a methodology to 
identify and select sources holding relevant information for recommender sys-
tems. This methodology is applied using two recommender methods: Content- 
Based Filtering (CBF) and Collaborative Filtering (CF) and showed in a real 
case-study, how the accuracy of the recommendations made with these methods 
and the selected sources increase. 

1   Introduction 

Information overload is one of the most important problems met by the Internet’s 
users nowadays. The great amount of old and new information to analyze, contradic-
tions in the available information generate noise and make difficult the identification 
process of relevant information. The information overload phenomena is determined 
by the lack of methods to compare and process the available information Recom-
mender Systems address this problem filtering the most relevant information for the 
user’s purpose. These systems receive as input the preferences of the users, analyze 
them and deliver recommendations. 

Recommender systems are used in a network overloaded of information. In such a 
case, the search of specific information for recommender systems is a difficult task. 
The literature in the field of recommender systems is focused towards the methods 
that are used to filter the information to make the recommendations. Methods such 
as Content-Based Filtering (CBF) [4] [5] and Collaborative Filtering (CF) [8][9] are 
significant examples in this field. This paper presents a methodology for the identifi-
cation of information sources, comparing the sources and to selecting most relevant 
information to make recommendations. This methodology allows the optimization of 
the search of the information obtained only from the relevant sources for the recom-
mendations. A Multi-Agent System (MAS) called ISIIRES (Identifying, Selecting, 
and Integrating Information for Recommender Systems) has been designed for this 
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purpose [2]. ISIIRES identifies information sources based on a set of intrinsic charac-
teristics and selects the most relevant to be recommended. In this paper we present 
the result obtained applied the methodology using two recommender methods: CBF 
and CF and showed in a real case-study, how the accuracy of the recommendations 
increases.  

The paper is organized as follows. In Section 2 are described the ISIIRES meth-
odology and the Multi-Agent System to implement the methodology. In Section 3, the 
application of the recommender methods is showed. In Section 4 a Case Study with 
some result is described and finally, conclusions are drawn in Section 5. 

2 Identifying, Selecting, Integrating Information for Recommender 
Systems (ISIIRES) 

A methodology for the identification of information sources, comparing the sources 
and to selecting most relevant information to make recommendations has been pro-
posed and has been described by Aciar et.al. in [2]. Four blocks compose the meth-
odology which is shown in figure 1.  

 
 

Fig. 1. Functional blocks of the methodology 

2.1  Description 

A set of intrinsic characteristics of the sources has been defined for the identification 
of relevant information to make recommendations [3]. These characteristics are: 

−  an abstract representation of the information contained in the sources 
−  criteria to compare and to select the sources.  

 
2.2  Selection 

The selection of the information sources is made based on the intrinsic characteristics 
and a value of trust from last recommendations. An initial value of trust = 1 is as-
signed to the sources that have not been used in last recommendations [1]. 
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2.3  Integration 

Mapping between the ontologies is made to integrate the information from the se-
lected sources which are distributed and heterogeneous. The mapping has been made 
defining a global ontology comparing the ontologies of each source looking for simi-
lar concepts among them [2]. 

 
2.4  Recommendation 

The methodology is focussed on the selection of the sources. When the relevant in-
formation sources have been selected it is possible to apply any of recommender 
methods. In this paper the methodology is applied using two recommender methods: 
CBF and CF. The Multi-Agent System (MAS) shown in figure 2 has been designed 
to implement the methodology [3]. 

 

 
 

Fig. 2. MAS to implement the methodology 
 

Four types of agents compose the MAS: Source Agent (SA), Selector Agent 
(SEA), Integrator Agent (IA) and Recommender Agent (RA). 
− The SA managers the sources obtaining intrinsic characteristics. 
− The SEA selects the sources that provide the most relevant information to make 

the recommendation based on the intrinsic characteristics and a trust value. 
− The IA integrates the information from selected sources establishing a mapping 

between the ontologies of the selected sources. 
− The RA is an interface agent that interacts with the users. Once the sources have 

been selected, it makes the recommendations and evaluates the results to keep 
them for future selections. 
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3 Applying Different Methods to Recommend 

Two main methods have been used to compute recommendations: Content-Based 
Filtering and Collaborative Filtering, these methods are implemented in this paper 
with information from the selected sources. 

3.1 Content-Based Filtering (CBF)  

In this method the attributes of products are extracted and they are compared with a 
user profile (preferences and tastes). Vectors are used to represent the user profile and 
products in this work. The user vector is: 

 
U =< u1; u2;………….; un > 

 
The values of the user vector represent the preferences that he has for the attributes 

of products. Where ui represent the weight of attribute i with respect to the user ob-
tained from previous purchases made by the user. The product vector is: 

 
P =< p1; p2; …………….; pn > 

 
Where pi represent the weight of attribute i whit respect to the product. This weight 

is assigned by an expert of the domain. The cosine function based on the vectorial 
space proposed by Salton [7] has been used to establish the relevance of products for 
the users using both vectors: P and U  

 

 

(1) 

 
The products that have a higher value of relevance are recommended the users. 

3.2 Collaborative Filtering (CF) 

The information provided by users with similar interests or necessities is used to 
determine the relevance that the products have for the user. Similarity between users 
is calculated for this purpose and the recommendations are made based only in this 
similarity, the bought products are not analyzed as it is made in the FBC. In this paper 
the cosine vector similarity [7] is used to compute the distance between the represen-
tation of the present user and the other users. All users are represented by vectors. 

 
U =< u1; u2;………….; un > 
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Where ui are the preferences of the user which is represented by the weight as-
signed by him to any attribute of the product, such as colour, type of product, etc. The 
similarity measurement is calculated by: 

 

 

(2) 

 
Where U and V are the user vectors. 

3.3 Evaluating Recommendations 

The purchases made by the users after the recommendations are used like feedback to 
evaluate the accuracy of the system. The accuracy is evaluated using the precision 
equation from the Information Retrieval field [6] adapted to our problem. 

 

 

(3) 

 
Where Pr is the number of recommended products that have been bought and R is 

the total number of recommended products. The precision represents the probability 
that a recommendation will be successful. 

 
 

4 Case-Study 
 

Eight data bases in the consumer package goods domain (retail) have been used. The 
data bases are related tables containing information of the retail products, 1200 cus-
tomers and the purchases realized by them during the period 2001-2002. All data 
bases contain common customers. 

The sources used in the experiments are the sources selected in the previous phase 
of the methodology, see Aciar et. al [1] for more detail about the selection of the 
sources.  

4.1 Content-Based Filtering (CBF)) 

An expert of the supermarket has defined the relevant attributes of the product used in 
the CBF method. Based in these attributes shown in figure 3 has been established the 
user preferences represented by a vector: 
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Fig. 3.  Relevant attributes in the consumer package goods domain (retail) defined by an 

expert. 
 

 
U =< u1; u2;………….; un > 

 
The weight ui has been obtained from last purchases of the user using the tf-idf 

method (Term Frequency Times Inver Document Frequency) [6]. 

 
(4) 

Where ti is the frequency of attribute i in the purchases, ni is the number of users 
who have been bought a product with attribute i and N is the total number of users. 
The weight pi of the product vector has been assigned by the expert in the supermar-
ket. 

 
P =< p1; p2; …………….; pn > 

 
The weights ui and pi of each vector are shown in figure 4. The relevance of each 

product for the users has been established with equation 1 using the vectors represent-
ing the users and the products ( See figure 5).  
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The products with a value of relevance > 6 have been recommended the users. 
Theses recommendation are shown in figure 6. 

 

 
 

Fig. 4.  Weights to obtain the user vector and the product vector 
 

 

 
 

Fig. 5.  Relevance of the products for the users 
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Fig. 6.  Recommendations made using CBF 
 

4.2 Collaborative Filtering (CF) 

The attributes shown in figure 3 defined by the expert of the supermarket have 
been used to obtain the user vectors.  

 
U =< u1; u2;………….; un > 

 
The weight ui has been obtained from last purchases of the user using the tf-idf 

method (Term Frequency Times Inver Document Frequency) [6] like in the CBF 
 

 
(5) 

 
 
Where ti is the frequency of attribute i in the purchases, ni is the number of users 

who have been bought a product with attribute i and N is the total number of users. 
The weights ui obtained for each user are shown in figure 7. 

The similarity between users has been established with equation 2 using the vec-
tors representing the users (See figure 8) 
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Fig. 7.  Weights for the user vectors – CF 
 

 

 
 
 

Fig. 8  Similarity between users - CF 
 
 

The products bought by other users with a value of similarity > 6 have been rec-
ommended to the user. Theses recommendation are shown in figure 9. 
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Fig. 9. Recommendations made using CF  

4.3 Evaluating Recommendations 

The experiments have been made implementing both methods: CBF and CF with the 
information of all the sources (8 data bases) without the methodology. The precision 
of recommendations has been evaluated using equation 3 obtaining the results shown 
in figure 10 and figure 11. 

 

 
 

Fig. 10. Accuracy of the recommendations using CBF with all sources 
 

In figures 12 and 13 can be observed the accuracy of the recommendations made 
using the CBF and the CF with information of the selected sources in the methodol-
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ogy. In the graphs are showed, how the accuracy of the recommendations made with 
these methods and the selected sources increase. The selection of the sources is estab-
lished based on intrinsic characteristics of each source. 

 

 
 

Fig. 11. Accuracy of the recommendations using CF with all sources 

 
Fig. 12. Accuracy of the recommendations using CBF only with the selected sources in the 

methodology 
 

 
Fig. 13. Accuracy of the recommendations using CF only with the selected sources in the 

methodology 
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5  Conclusions 
 
 The large amount of information available nowadays on Internet makes the process 
of detecting user’s preferences and selecting recommended products more and more 
difficult. A methodology has been developed to make this task easier and to optimize 
the information search to recommend resulting in better recommendations. In the 
methodology has been defined a set of intrinsic characteristics of information sources. 
The characteristics represent relevant information contained in the sources used to 
make recommendations. The selection of relevant sources is made based in these 
characteristics. The user preferences are established from the selected sources. The 
methodology has been used with two recommender methods: CBF and FC obtaining 
good results in each one of them. The results obtained in a real case-study show how 
the accuracy of the recommendation made with the selected sources increase. 
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Abstract. In music information retrieval, the melodic similarity is used 
as main feature for the detection of relevant information. Among the 
possible applications there is a detection of plagiarism of ideas exposed 
by an artist in the past, the payment for copyrights using detection of 
musical pieces in radio transmissions, the computer-aided composition, 
etc. There exist several techniques exposed in melodic similarity that 
use diverse statistical and probabilistic analysis. The objective in this 
work is to establish a text words equivalent to musical notation using a 
representation based on intervallic relationships and duration, and to 
evaluate three textual information retrieval techniques applied to this 
representation, as well as to propose changes to improve the system’s 
performance. 

  
 
1   Introduction 
 
The music representation through descriptors such as duration, pitch, contour, 
intervals, etc., is common in the system analysis and musical information retrieval 
[1,2]. The two dimensions in which a score is codified (vertical for pitch and 
horizontal for duration) like symbolic registration of the music have been represented 
in very different ways, in order to carry out analysis as probabilistic techniques like 
hidden Markov chains [3], entropy analysis [4] and statistical correlations [4], among 
other [5]. 

The intervallic analysis will be the fundamental unit for the melodic similarity 
task, where the musical fragments are analyzed in their intervallic relationships in a 
tempered chromatic scale [6]. The interval is the basic unit of analysis, putting aside 
the pitch and the tonality as direct descriptors. Some previous works have used this 
concept making a cartesian notation of the intervals [7] or determining the correlation 
of the intervallic progressions [8]. A well-known work that makes special emphasis in 
the relationships among contiguous intervals may be the one of Narmour [9]. The 
author establishes a series of groups of contiguous intervals (implication patterns - 
resolution) that allow analyzes melodies through their transformation in symbols. An 
important disadvantage of this focus is that it ignores the relationships of durations, 
which is an inconvenience for the information retrieval. 
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This work explored the conversion to text words from the extracted intervals of 

MIDI documents. This focus is not completely new in the sense that other authors 
have previously used techniques coming from the analysis of texts to solve problems 
related with the processing of the music information. 

One possible encoding is the one proposed by Downie [10] or Doraisami and 
Rüger [11] that have used models based in n-grams for melody identification. On the 
other hand, in [12] the authors use words models to identify musical styles.   

Three techniques of textual information retrieval have been used: Cosine [13], 
Kaszkiel [14] and Pivoted Cosine [15] to check the effectiveness in the determination 
of the retrieval for relevant information through melodic similarity. Also, this work 
proposes some modifications in the techniques mentioned above to improve the 
performance.   
   
 
2   Methodology 
 
2.1   Conversion to Text Words 
 
Starting from a musical fragment (see Fig. 1), it takes the first note and the distance is 
calculated in semitones with regard to the following note. This distance (interval) is 
represented with the letters d-s-n-m-p-t of the Hanson system [6] plus the five vowels 
a-e-i-o-u to form the intervals of two octaves and one half1 [16] (see Fig. 2). Thus, the 
intervals are coded into characters in this form. 

The original work of Hanson was addressed to the modern music analysis. 
Because of that, it is convenient to introduce some modifications to adapt the code to 
this work. A third letter is added to the representation as follows: "l" to represent a 
descendent interval and "r" for an upward interval. The representation of an interval 
of zero semitones was not considered originally in the Hanson’s analysis but it has 
been considered in this work to obtain a more complete representation of the 
melodies. For it the word “loo” has been used. This example shows some intervals 
and its corresponding textual codes. 

Also, the duration of the two notes that conform it is considered as the duration of 
the interval representing units according to their musical figure, where the value 1 is 
given to a black note. This way, the duration can take fractional values. A couple of 
examples of Hanson intervallic representation of the melody can be appreciated in 
Fig. 3. This representation is a simple and comprehensible musical notation of a 
fragment. Through the definition of any initial note, one melody can be reproduced in 
different tonalities keeping its similarity [16]. Therefore, when untying the tonality of 
the melody the analysis is simplified and it is focused to the relationship between the 
intervals and their durations. 
 
 
 
                                                 
1 These syllables have been used for many years in teaching systematic intervallic 
solfege. 
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        Interval in semitones:             1   2   3    4    5    6    7    8    9   10  11  12  . .  
       Corresponding codification:  da  sa  na  ma  pa  ta  pe  me  ne  se  de   te   . . . 

Fig. 1. Interval analysis. 
 
 
 

Fig. 2. Syllables’ examples of the systematic-intervallic solfege. In the superior part of the staff, 
the syllables corresponding to the code of the interval are indicated between the intermediate 
note and the superior one of each chord, and the lower code corresponds to the intermediate 

note in relation to the lowest one. 

 

 

 
Fig. 3. Hanson intervallic representation for two music fragments. The code showed over the 

scores is the key corresponding to the RISM database (see section 2.3). 
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2.2   The Information Retrieval System 
 
One of the objectives of the presented work is to export techniques, commonly used 
in textual information retrieval, to the field of music information. In this way, we will 
consider that the documents we work with are monophonic melodic fragments, and 
the terms of these candidates are composed in textual codes for each one of the 
intervals present in such candidates. 

Given a database of melodic fragments, the indexation will made through the 
following procedure. First, the musical fragments are converted to text according to 
the methodology described. Then, an index is extracted out of each fragment, which is 
addition of durations for all the intervals of the same type found in this fragment. In 
this way, the concept of “frequency” which is characteristic of the field from the 
textual information retrieval is assimilated as the duration of the notes in each melodic 
fragment. For it is determined as follows: 

• The frequency (i.e., the duration) of the terms (intervals of one type) in the 
document (ft) (see Table 1). For example, in the first candidate, the interval 
"sal" appears 3 times with duration of 2 units in each interval, because of 
that, the value of the ft of the interval "sal" is 6. 

 
Table 1. Indexation for frequencies of terms corresponding to Fig. 3 music fragments. 

 
Music Fragment Interval ft 

702.001.990-1.1.1.mid dal 3 
 loo 2 
 per 5 
 sal 6 

450.039.857-1.1.1.mid loo 12 
 mar 4 
 sal 8 
 sar 8 

 
• The frequency of the candidates of the collection (fd) that each one of the 

terms contains (see Table 2). 

 
Table 2. Indexation by candidates’ frequencies of Fig. 3 music fragments.  

There are only two candidates in the collection, therefore fd ≤ 2. 
 

Interval fd 
dal 1 
loo 2 
mar 1 
per 1 
sal 2 
sar 1 
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2.3   Data Set 
 
The corpus used for the experimentation has 581 melodic fragments with an average 
of 14 intervals for melody. The format of the melodies is MIDI. These melodies 
conform the answers to 11 queries generated by the team of Rainer Typke of the 
Utrecht University [17], being the most similar (relevant) candidates evaluated and 
ordered by 35 experts in the musical field starting from the collection RISM A/II out 
of more than 456.000 melodies. 

The 11 consultations have around 50 similar melodies. These are also ordered 
according to a degree of similarity and in groups of same similarity. In the Fig. 4, a 
query example and an extract of the melodies that are more relevant to this query are 
visualized  
 
2.4   Evaluation 
 
In this section the measures proposed are presented to evaluate the precision, recall 
and capacity of the algorithms used in this work to retrieval the candidates in an 
appropriate order of relevance. Two methods will be used for this evaluation: 

• Evaluation according to the TREC2 [18] competitions that considers all the 
answers with the same degree of relevance, where the (not interpolated) 
average precision, R-precision, the precision at 5 candidates and the charts of 
precision versus recall interpolated will be mentioned. 

• ADR (average dynamic recall) evaluation [19] also takes into consideration a 
degree of relevance of each candidate, where groups determine the degrees 
of relevance. 

Considering R as the number of relevant candidates for a query: 

• It takes the first R candidates returned by the information retrieval system.   
• In each group division, the precision is calculated.   
• The precision curve is integrated and is divided by R. 

The result is a value between 1 and 0, where 1 is equal to retrieval the entirety of 
relevant candidates, in its correct order.   
 
 
2.5   Experimentation 
 
In the experimentation, the information retrieval techniques of the Cosine, Kaszkiel 
and of the Pivoted Cosine were used. Next, the formulas for the calculation of the 
query’s weight, the candidate’s weight and their similarity are shown.   
 

 

                                                 
2 TREC: Text Retrieval Conference. 
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Fig. 4. Query example (above) with the 4 more relevant candidates in order of relevance. 
 

2.5.1   Cosine   

 Given two fragments, one for query, Q, and other the candidate, D, selected in a 
database where there are N candidates, the similarity is defined between both as:   
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query and )(log,
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eidi fd
Nftd ⋅=  for the each candidate.                                       (2) 

These expressions idft ,  represent the frequency of the term i-th of the candidate and 

iqft ,  the frequency of the term i-th of the query.   
 2.5.2   Kaszkiel:   
 

In an equivalent way, this measure of similarity among the consultation Q and the 
candidates D is defined as:   
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The initial evaluation was made using these techniques shown above. The results 
were not more favorable than that technique of Cosine. It was determined that the 
normalization of the natural logarithm affected negatively because it attenuated in an 
excessive way the frequencies, therefore it was replaced by the square root of the 
frequencies. In this way, the weights of the terms of the equation (4) were finally 
substituted for: 

 idi ftd ,=  ,  )1(log, +⋅=
i

eiqi fd
Nftq                                          (5) 

 
2.5.3   Pivoted cosine   

The third technique used to evaluate the similarity between the query and the 
candidates, is defined as:   

 ∑
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In the same way as for Kaszkiel’s case and since the Pivoted Cosine neither 
improved the technique of the Cosine, the normalization of the natural logarithm of 
the equation was replaced (6) for the square root of the frequencies:   
  

               idi ftd ,1+=  ,  )1(log1 ,
i

eiqi fd
Nftq +

⋅+=                                  (7)  

The normalization factor that appears in the equation (6) would be: 

B

B
d L

LslopeslopeW ⋅+−= )1( ,                                                               (8) 

being slope the factor of participation of the normalization, LB the candidate longitude 
in Bytes, and BL  the average longitude of the all candidates in Bytes. But in the 
results presented in section 3.1 of this work, modification of this normalization factor 
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has been used, because the norm has been used with regard to the average duration of 
all candidates’ intervals. As follows: 

                 
I

I
d L

LslopeslopeW ⋅+−= )1(   ,                                                          (9) 

where LI is the total duration of the candidate's intervals and IL is the average of the 
total duration of intervals for the candidates.   
  
 
3   Results 
 
3.1   Preliminary Results 
 
The first test was to evaluate the performance applying the three methods, using as 
weight of the query and weight of the candidate, the respective frequencies. In the 
case of the Cosine, the frequencies were normalized between 0 and 1 with regard to 
the maximum frequency found inside the analyzed candidate. And in the case of the 
Pivoted Cosine, the norm was used with regard to the average of candidates' intervals 
duration (23.55) with a slope of 0.4. The modifications proposed for the normalization 
of the weights in the cases of Kaszkiel and pivoted cosine improved the results 
regarding those obtained in the preliminary tests with the original equations. The 
results of the evaluation of the 11 queries can be seen in Graph 1 and in Table 3.    

It can be seen that the technique of the Pivoted Cosine provides better results with 
55.18% of ADR for the average of the 11 queries. Observing the results individually 
for each question, it can be noticed how it affects the Pivoted Cosine since the result 
of some questions favors small candidates, but in other ones the result is good, close 
or above 70%.   

 
Table 3. Preliminary Results 

 

 
 
 
 
 

                                                 
3 AP not Int. : Not interpolated average precision  
4 Prec. at 5: Precision at 5 retrieval candidates  
5 R-prec.: R-precision. 
6 ADR: Average Dynamic Recall 
 

Technique AP not int.3 Prec. at 54 R-prec.5 ADR6 
Cosine 0.4062 0.6364 0.4245 0.4569 

Kaszkiel 0.3968 0.5455 0.4144 0.4436 
Pivoted Cosine 0.4900 0.7091 0.4805 0.5518 
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Graph 1. Precision versus recall for the preliminary results 
 
 
3.2   Normalization Change 
 
As the objective is finding the most relevant candidates according to the query, in the 
case of melodic similarity it is important to make a hard analysis of the intervals 
duration. In order to do this, the factor iRft  is established as the relationship between 
the durations of the candidate and the durations of the query. This value is calculated 
dividing the minor value by the major, and a numeric factor is obtained between 1 and 
0 indicating the degree of similarity among the duration of the intervals of the same 
candidate's type with regard the query: 

               if  iqft ,  >  idft ,   , =iRft
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ft
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,                                                                 (10) 
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Next, the Cosine is evaluated using the iRft  as the candidate's weight: 

              )(log
i

eii fd
NRftd ⋅=                                                                              (12) 

In the case of Kaszkiel, the candidate's weight would be Rfti multiplied by the 
frequency of the query term: 
 
               iqii ftRftd ,⋅=                                                                                     (13) 
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And in the Pivoted Cosine the candidate's weight would be Rfti + 1 multiplied by 
the candidate's frequency. Also, the norm will be in relation to the total duration of the 
intervals of the query and not to the average of the duration of the candidates: 

              )1(1 , +⋅+= iidi Rftftd  ,   
qI

I
d L

LslopeslopeW ⋅+−= )1(    ,     (14) 

where qIL  is the total duration of the query intervals. 
 

The results of the evaluation of the 11 queries are shown in the Table 5. It can be 
noticed that the use of Rfti improves the performance of all methods. The cosine’s 
technique improves the best result previously obtained, mainly in the precision, 
because Rfti  helps to compare the frequencies improving the results of the 
correlation.   
 

Table 5. Results using the intervals duration relationships7. 
 

Technique AP not int. Prec. at 5 R-prec. ADR 
Cosine 0.4645 0.7818 0.4703 0.5495 

Kaszkiel 0.4798 0.8364 0.4653 0.5684 
Pivoted Cosine 0.5314 0.8000 0.5112 0.6303 

 
The Pivoted Cosine generates the best result with 63.03% of ADR for all 11 

queries. The improvement obtained through Rfti  is very significant (9% in precision 
and 8% in ADR). 

Observing the results one by one for each query, it can be noticed how the result 
affects the Pivoted Cosine of some queries, since it favors small candidates, but in 
other, the result exceed 75%. 

 

Fig.  5. Comparison results for a query between the music experts and the music information 
retrieval system. 

                                                 
7 slope = 0.3 

140        Serrano J. and Iñesta J. 



 

 
Comparing results can be seen in the Fig. 5 for a query between the music experts 

and the music information retrieval system. Although the information retrieval system 
did not return the first 5 candidates in the proper order, the order is acceptable 
because the candidates maintain a relevant similarity in relation to the query.  

4   Conclusions  
 
It has been demonstrated that the intervallic relationships are important elements to 
take into consideration for the melodic similarity task and that it is possible to make 
an equivalent to text words and use the current techniques of textual information 
retrieval.    

In the case of Kaszkiel and Pivoted Cosine, a change was necessary in the 
normalization replacing the function of the natural logarithm for the square root of the 
frequency. Also, the improvements introduced to the three methods by the 
relationship of frequencies ( Rfti ) demonstrated to be of great help, and they 
improved much results in the evaluation of the TREC as well as the ADR.  

It is possible to increase the results using a balanced normalization of the musical 
fragments using the total duration of the intervals as the quantity of intervals that 
compose them.  

Another solution could be the application of an initial filter for the recovery of 
most relevant candidates through these quick techniques, and then using a more 
precise algorithm, to obtain the final results.    

Another pending task is studying the behavior of the system in function of the size 
of the musical fragments that are compared. The availability of a great database is 
necessary to carry out these tasks.   
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Abstract. The paper studies the problem of  tracking a target robot by an 
observer robot. The strategy of the target robot is not known in advance. The 
observer robot will try to learn the target’s robot strategy by keeping a model 
about the target robot behaviour. This will be done by modelling the tracking 
problem as a repeated two player game, where the robots objective is to look for 
strategies that maximizes their expected sum of rewards in the game.  We make 
the assumption that the robot motion strategies can be modelled as a finite 
automata. First we suppose that they behave competitively and then we relax 
this constraint to explore the case of a more general kind of interaction between 
the target and the observer.  

 
 

1   Introduction 

Many applications require  continuous monitoring of a moving target as is the case of 
movie filming of moving actors whose motions are not known in advance and is 
necessary to keep inside the scope of the camera the actions of the main character. 
Other application can be the virtual presence for trying to keep track remotely of some 
moving objects as vehicles, people, etc. Another application of robot tracking can be 
the automated surveillance of museums where there can be a robot that follows a 
guest from the beginning of  his visit till he leaves the museum. In the last few years 
many research efforts have been done in the design and construction of efficient 
algorithms for reconstructing unknown robotic environments [12][13][14][15] and apply 
learning algorithms for this end [12][13] . When we are looking for efficient interaction 
strategies we have to take into account the reward obtained for the actions executed in 
that moment as well as the consequences of the taken actions on the future behaviour 
of the other entities.  This task can become very hard given that the effectiveness of 
the interaction strategy depends on the strategies of the other agents. The problem is 
that the strategies of the other agents are private. For dealing with these problems it is 
necessary to provide the agents with the capability to adapt their strategies based on 
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their interaction history.  This implies that we have to endow the agents with learning 
capabilities.  In the near past there have been written many excellent articles on 
learning models of intelligent agents as those elaborated by David Carmel & Shaul 
Markovitch [1] [2]. In the field of Multi-agent Systems there have been written 
excellent papers about Markov games as a framework for multi-agent reinforcement 
learning (M.L. Littman [6]). In the field of robot motion planning there has been 
published  very interesting papers about the problem of calculating motion strategies 
for maintaining visibility in space cluttered by obstacles, of a moving target whose 
movements were partially predictable and where the movements of the target robot as 
well as the observer robot have uncertainties. One of the main concerns on robot 
tracking is to keep the visibility of the target robot by maintaining the target on the 
scope of the cone of the visual sensor of the observer robot (S. La Valle et al [4] [5]). 
Another very important concern that can be found in many papers on robot tracking is 
to keep the visibility in real time of the target robot whose behaviour is unpredictable 
by using a reactive planner (R. Murrieta et al [7]). These last to papers [4] [5] and [7] 
will be the starting point of the present paper where we will propose some extensions 
under the focus of interest of game theory.  In [4] [5] and [7] they make the  
assumption that the strategy of the target robot  is to evade the observer robot and 
based on that they propose geometrical and probabilistic solutions of the tracking 
problem which consists on trying to maximize, by the observer, the minimal distance 
of escape of the target. We feel that the solution lacks at least in two aspects. First the 
target don’t interact with the observer so there is no evidence that the strategy will try 
to escape if it doesn’t knows what are the actions taken by the observer.  The second 
aspect is that even if there can take place some sort of interaction between the target 
and the observer, the target is not necessarily following an evasion strategy so this 
may produce a failure on the tracking task. 

In Section 2 we retake the formulation given in [5] and we will make some 
remarks about the limitations of this approach. In section 3 we will provide a precise 
formulation of the problem in terms of strategies in game theory and present a 
modelling of the tracking problem as a repeated two game player. In Section 4 we 
present some concluding remarks and future works to be done by us.  

2   Formulation of the Tracking Problem as a Robot Motion 
Planning Problem 

The problem can be posed in a worst case situation where the target robot try to evade 
the observer robot. Under this assumption the main goal of the strategy of the 
observer robot or pursuer will be to guarantee that the target robot or evader will be 
found for all possible motions. We can initially assume that the pursuer is equipped 
with vision or range sensing and that both robots are modelled as 2D points so each 
robot has a configuration space of dimension 2. This is a generalization of the 
evasion-pursuit that have been studied and formalized as a general decision problem 
where two agents have diametrically opposed interests. So the pursuer and the evader 
are modelled as points on the plane that is a bounded 2D Euclidean space cluttered by 
polygonal obstacles such that the task of keeping in a visibility cone the evader makes 
the problem become harder and by  consequence, more appealing from the standpoint 
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of  motion planning. We will start with some definitions given in [5] [4] and [7] for 
the sake of clarity and the purpose of giving context to our work.   In [5] are 
formulated two interesting research questions 1) What bounds can be established on 
the number of pursuers needed to solve the problem in terms of geometrical and 
topological complexity of the free space ? and 2) can a successful solution strategy be 
efficiently calculated for a given problem ? . We will try to give an answer to the 
second question from a game theory point of view and show that we can extend the 
scope of [4] using this formalism to more general target strategies than the evasion 
strategy. The problem of tracking have been defined in [5] as follows. Let F denote 
the closure of the collision free space. All pursuer and evader positions must lie in 
F . Let Fte ∈)(  be the evader position at time 0≥t . It is assumed that 

Fe →∞),0[: is a continuous function, that the evader can execute arbitrarily fast 
motions and that the initial evader position )0(e  and path e are not known by the 
pursuers. In our case we will deal with only one pursuer. Let )(tγ  the position of the 
pursuer at time 0≥t  and F→∞),0[:γ  a continuous function representing his 
strategy. For any point Fq∈ let )(qV be the set of all point (i.e. linear segments 
joining q and any point in )(qV lies in F ). A strategy γ  is considered as a solution 
strategy if for any  Fe →∞),0[: there exist a time ),0[ ∞∈t such that 

))(()( tVte γ∈ . That means that the evader will eventually be see by the pursuer 
regardless its path. Given that the evader’s position is unknown, one don’t have 
access to the state at a given time, and that motivates the use the notion of information 
space that identifies all unique situations that can occur during motion strategies. In 
[4] are studied the motion strategies for maintaining visibility of a moving target. In 
this paper it is studied the problem of maintaining the visibility of the target with a 
camera mounted in an observer robot as motion planning problem, and assumed the 
following conditions 1) an observer nust maintain visibility of a moving target; 2) the 
workspace contains static obstacles that prohibit certain configurations of  both the 
observer and target; 3) the workspace also contains static obstacles that occlude the 
target from the observer; 4) a (possibly partial) model is known for the target.  In [4] 
they formulate the problem of one pursuer and one evader in the combined 
configuration space t

free
o
free CCX ×= . They use a discrete time representation for 

facilitating the expressions of the uncertainty of the target for instance k  is an index 
that refers to the time step that occurs at tk Δ− )1( , and tΔ is a fixed sampling rate. 

The observer is controlled through actions ku from some space of actions U . The 
discrete time trajectory of the observer and the target were given by the transition 
equations ),(1 k

o
k

oo
k uqfq =+  and ),(1 k

t
k

tt
k qfq θ=+ respectively where kθ  

represents the unknown actions of the target from a space of actions Θ . In the case 
of a predictable target the transition equations is simply )(1

t
k

tt
k qfq =+ . Together 

of  and tf  define a state transition equation of the form 
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),,(1 kkkk uxfx θ=+ where the state kx represents the pair of configurations 
o
kq and t

kq . The visibility can be defined in many ways as for instance an 
omnidirectional field of view or as a fixed cone, etc. but in a more general setting it 
can be defined in terms of a binary relation between a visibility subspace and the 
space of states or more formally as XX o ⊂ . Based on that the state trajectories can 
be evaluated in such a way that the observer’s goal is to stay in a state belonging to 

oX . This control of the trajectory can be performed by applying a cost to the 
sequence of control inputs as follows: 

∑
=

+++ +=
K

k
KKkkkKK xLuxluuxxL

1
11111 )(),(),,,,,( KK  where K represents 

the time increment for issuing a action and 
}1;0{),( otherwiseXxifuxl okkkk ∈= is a loss accumulated in a single time 

step with which enable to measure the amount of time that the target is not visible and 
evaluate a given trajectory. If the movements of the target are predictable this means 
that t

kq  is known }1,,1{ +∈∀ Kk K and the transition equation is simplified to 

),(1 kkk uxfx =+ and as consequence the state trajectory },,{ 12 +Kxx K can be 

know if once we know 1x  and the inputs },,{ 1 Kuu K . So for problems that don’t 
involve the optimization of the robot trajectory, the motions of the observer robot can 
be computed by a recursive calculation of the visibility and reachability sets from 
stage K down to stage 1 , or telling it  in words, by back-chaining. Besides that the 
loss functional can be minimized by dynamic programming using the relationship 
between the cost-to-go functions )}(),({min 1

**
++= kkkkkuk xLuxlL

k

and this can 

be utilized iteratively for calculating the optimal actions. The visibility polygon using 
omnidirectional visibility can be calculated in )lg( nnO using standard sweep 
algorithms. Another very interesting case appears when the target is partially 
predictable in the sense that it is know the velocity bound of the target in which case 
the dynamic programming method can be used to determine optimal strategies, but 
even for the very simple planar space the dimension becomes four. Due to this growth 
of complexity it have to be used alternative approaches that make a tradeoff between 
computational cost and quality of the solutions obtained. So the notions of optimal 
strategy become more interesting due to the fact about the uncertainty on the 
prediction of the target movements calculated as ),(1 k

t
k

tt
k qfq θ=+  where 

Θ∈kθ are the unknown actions. These unknown actions can be modeled in two 
ways. The fisrt as nondeterministic uncertainty and the second as probabilistic 
uncertainty. In first case one design the observer strategy that performs the best given 
the worst-case choices for  kθ . In the second case it can be assumed )( kp θ where 

)(⋅p denotes a probability density function, and in that case the designed strategy of 

148        Rodríguez Lucatero C.



the observer will try to minimize the expected loss. Due to the unpredictability of the 
target strategy, it has to be designed an observer state-feedback strategy that respond 
to on-line changes. Let UXk →:γ denote the strategy at stage k ,  

},,,{ 21 Kγγγ K the strategy, and Γ the space of possible strategies. For the case of 
nondeterministic uncertainty, a strategy , can be selected that yields the smallest 

worst-case loss: ),,(supinf),(inf),( 11
*

1
θ

γγγ
γγγγ

θθ
xLxLxL

Γ∈Γ∈

∨

Γ∈

∨

==  for all 

Xx ∈1 , and θγ represents a choice of  kθ  for every stage. The strategy obtained by 
this method guarantee the least possible loss given the worst-case action of nature. 
Using this formalism it can be proposed as strategy to maximize the probability of 
future visibility over the next m steps but the computational cost increases 
dramatically as a function of m . Because of that, in practice, the number of steps is 
limited to the case 1=m and select the action ku that maximize the probability that 

the target stay in the scope of the observer at the stage 1+k . As a extension of the 
preceding approach in [7] R. Murrieta et al. use nondeterministic uncertainty and 
worst-case analysis for trying to solve the tracking problem for obtaining the observer 
strategy by maximizing the minimal distance to escape of the target, that is the 
shortest distance the target needs to move in order to escape the observer’s visibility 
region.  In this work they implement a reactive planner, that means a short term 
planner. They do that because of the need of a rapid response time that a normal 
planner cannot give. Due to the limitations of the vision sensing they introduce the 
notion of view frustrum or angular field of view. That is defined in terms of edges that 
borders either an obstacle , denoted as fsE , or free space, denoted as frE . The free 

edge of the visibility region )(qV  nearest to the target is denoted as *
frE .  To 

maximize the distance between the target and the boundary of the visibility region of 
the observer it is necessary to compute de distance between  t

kq  and  *
frE  which is 

denoted */ fr
t
k Eq

D . For obtaining it the distance among t
kq  and every edge of  )(qV  

must be calculated, and it can be easily done using Euclidean metric when when the 

frE  is visible from the observer position, otherwise it is used a geodesic metric. So 

the distance between t
kq  and each free edge in )(qV  is the solution to the equation 

}{min ///},{/ *
frffoo

t
kfofr

t
k

EvvvvqvvEq
DDDD ++=  where ov are the vertex in the 

targets’s visibility region, and fv  is any vertex in )(qV that sees the free edge frE . 
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2.1 Some Limitations of the Precedent Approach 

The work done in [4] and  [7] was very interesting but is limited to the case where the 
target robot is assumed to follow an evading strategy. That is due to the worst-case 
approach and the fact they were concerned to solve the tracking problem in real time 
tacking in account the uncertainty on the behaviour of a partially predictable target. 
The evasion strategy behaviour assumption is a very natural one but this entails the 
interaction between the target and the observer in such a way that the evader  could 
take the best decision for evading the observer. This was completely ignored in [4], 
[5] and [7].  Lets give an schematic example. In the following image we denote with  
T and O the target and observer respectively. The black boxes represent obstacles in 
2D and the arrow represents the movement decision taken by T. If T is following an 
evasion strategy it will try to minimize his distance to escape and O will try to 
maximize the minimal distance to escape of T.  

 

 
In the case that T is not trying to evade O it can moves as it is shown in the following 
image. 

 
 
If O is trying to maximize the minimal distance to escape of T it can lose the tracking. 
Another aspect that has not been considered in [4], [5] and [7] was the case where the 
target behaviour be different from the evasion one. In that case the actions or 
strategies calculated by the observer such that the target  remains on the visibility 
region of the observer may fail if the actions of the target were to move to a position 
out of the visibility region and not necessarily  to one related with the shortest 
distance to escape. Because of the reasons exposed above we propose as an extension 
of the precedent work done in [4], [5] and [7] to endow the target and the observer 
with a learning capacity in such a way that the observer can  predict the behaviour of 
the target in a  case different from the evasion strategy assumed in [4], [5] and [7]. 
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3 Stating the Tracking Problem as a Repeated Game 

One of our objections in way that the tracking problem has been formulated in [4], [5] and [7] 
was that it does not consider the fact that if the target is going to have an evasion behaviour it 
must take place an interaction between the target and observer such that the first can observe 
the second and take the best decision for an evader. It is well known that searching for an 
optimal interactive strategy is a hard problem because it depends on the behaviour of the others. 
Given that the agents involved in an interaction are autonomous their strategies are private, as  
is  the case of the observer and the target. For dealing with this problem we propose to endow 
the interacting agents with a learning ability such that they can adapt their behaviours or 
strategies based on their interaction experience. We propose to use model-based approach for 
learning an efficient interactive strategy between the observer and the target inspired on what 
has been proposed in [1]. The agents keep a model of the opponent’s strategy that is modified 
or adapted  during the interaction, exploiting the current model to predict the other’s behaviour 
and choose its own action according to the prediction. In case of failure in the prediction the 
agent updates the opponent’s model to make it consistent with the new information. This 
approach give rise to two important questions 1) given a model of another agent, how an agent 
react optimally against it ? 2) when there is a prediction failure how an agent can adapt his 
opponent’s model ?. To give an answer to these questions it can be used some tools of the game 
theory. The interaction between the observer and the target can be modelled as a repeated two-
player game where the goal of each agent is to compute interaction strategies that maximizes its 
expected sum of rewards. This can be done efficiently under some assumptions about the kind 
of strategies followed by the agents as well as about the type utility functions for the repeated 
games. The first assumption is that each agent follows a regular strategy, i.e., a strategy that can 
be represented by a deterministic finite automata [10] and [9]. This assumption is based on the 
fact that in the case of having a live complete sample and a knowledgeable teacher that answers 
membership queries posed by the learner, it can be obtained a incremental polynomial learning 
DFA algorithm [9].  A second assumption is about the form of the utility functions, 
i.e.discounted-sum and limit-of-the-means,  because it has been proved in [1] based on the work 
done in [8] that the best response strategy can be obtained efficiently given these common 
utilities functions. 

Definition 1. The tracking problem posed as a two-player-game is a tuple 

21 ,,, uuffG to= , where of , tf , are the finite set of alternative moves for the 

observer and the target and ℜ→× to ffuu :, 21  are utility functions that define  

the utility joint move  ),( to qq    for the players (i.e. observer and target). 
We propose that the tracking problem can be formulated as a sequence of encounters 
between the observer robot and the target robot and that situation can be described  as 
a repeated game 'G , that is a repetition of G an indefinite number of times. At any 
stage k  of the game, the players decide their actions tot

k
o
k ffqq ×∈),( , 

simultaneously. A history )(kh  of  'G is a finite sequence of joint moves chosen by 
the observer and the target until the current stage of the game. 

),(,),,(),,()( 111100
t
k

o
k

toto qqqqqqkh −−= K  denotes the history of movements of 

each robot. The empty history is denoted by ε . The set of  finite histories is denoted 
as )( 'GH . The strategies are functions from the set of histories of games to the set 
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of robots actions or moves oo fGH →)(: 'σ  and  tt fGH →)(: 'σ  for the 
observer and the target respectively.  An infinite sequence of joint moves during a 
repeated game 'G between the observer’s and the target’s strategies is denoted by 

),( to σσ . The repeated game 'G played by oσ  and tσ defines the history  )(kh  
as follows: 
   

)))(()),((()()1(

)0(

,,,,

,

kgkgkgkg

g

totototo

to

to
σσσσσσσσ

σσ

σσ

ε

=+

=
 

Definition 2. Tracking as a two-player repeated-game over a stage game G  is a 

tuple toto UUG ,,,' ΣΣ=  where oΣ and tΣ  are sets of strategies for the 

observer and the target respectively  and ℜ→Σ×Σ toto UU :, are the utility 

functions. oU  defines the utility of the infinite sequence tog
σσ ,  for the observer and  

tU  for the target. 
 
Definition 3. ),( oto

opt Uσσ  is called the optimal strategy for the observer w.r.t. 
tσ and utility oU , iff  )],()),,(([, tototo

opt
oo UUU σσσσσσ ≥Σ∈∀ . 

Definition 4. ),( tot
opt Uσσ  is called the optimal strategy for the target w.r.t. 

oσ and utility tU , iff  )],()),,(([, ototot
opt

tt UUU σσσσσσ ≥Σ∈∀ . 
In the present work are considered two common utility functions for each robot, the 
first is the discount factor 

∑
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and respectively ∑
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for the target for 10 <≤ oγ  and 10 <≤ tγ  , the second kind of utility function is 
limit-of-the-means 
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for the target. So taking into account the repeated game formalism combined with 
robot motion planning tracking problem formulation we can make for instance 
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respective limited-of-the-means common utility functions then we can model the 
tracking problem of the kind evader/pursuer as a two-player repeated game. As can 
be seen the utility functions are more general and the evader/pursuer case is just an 
instance of the possible behaviors, so with these theoretic game model we can deal 
with more general behaviors depending on the utility functions  to uu ,  chosen. 

3.1 Learning the Target’s Automata 

In this paper we assume that each robot is aware of the other robot actions, i.e. 
to ΣΣ , are common knowledge while the preferences to uu , are private. It is 

assumed too that each robot keeps a model of the behavior of the other robot. The 
strategy of each robot is adaptive in the sense that a robot modifies his model about 
the other robot such that the first should look for the best response strategy w.r.t. its 
utility function. Given that the search of optimal strategies in the strategy space is 
very complex when the agents have bounded rationality it has been proved in [10] that 
this task can be simplified if we assume that each agent follow a DFA strategy. In [8] 
has been proven that given a DFA opponent model, there exist a best response DFA that can be 
calculated in polynomial time. In the field of computational learning theory it has been proved 
by E.M. Gold [11] in that the problem of learning minimum state DFA equivalent to an 
unknown target is NP-hard. Nevertheless D. Angluin has proposed in [3] a supervised learning 
algorithm called ID which learns a target DFA given a live-complete sample and a 
knowledgeable teacher to answer membership queries posed by the learner. Later Rajesh 
Parekh, Codrin Nichitiu and Vasant Honavar proposed in [9] a polynomial time incremental 
algorithm for learning DFA. That algorithm seems to us well adapted to the tracking problem 
because the robots have to learn incrementally the strategy of the other taking as source of 
examples the visibility information as well as the history about the actions performed by each 
agent.  

4 Conclusions and  Future Work 

As we have exposed in the present work, the one-observer-robot/one-target-robot tracking 
problem can be formulated as a two-player game and enable us to analyse it in a more general 
setting than the evader/pursuer case. The prediction of the target movements can be done for 
more general target behaviours than the evasion one, endowing the agents with learning DFA’s 
abilities. The next step will be to elaborate the associated algorithms and implement them in a 
computer program. Another interesting issue is to apply the algorithms to the case of many 
evaders and many pursuers. 
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Abstract. This paper presents a motion planner for mobile robots in
dynamically changing environments with both static and moving ob-
stacles. This planner is based on lazy PRM method and the reactive
control by DVZ (Deformable Virtual Zone). The planner first computes
a feasible free-collision path with respect to the static obstacles, using
the lazy PRM method. Then, it uses the reflex commands in order to
avoid dynamic changes. Experimental results are discussed to show the
effectiveness of the proposed planner.

1 Introduction

The research in robot motion planning can be traced back to the late 60’s, during
the early stages of the development of computer-controlled robots. Nevertheless,
most of the effort is more recent and has been conducted during the 80’s. Within
the 80’s, roboticians addressed the problem by devising a variety of heuristics and
approximate methods. Motion planning can be split into two classes: holonomic
motion planning and non-holonomic motion planning.

In non-holonomic motion planning, any path in the free configuration space
does not necessarily correspond to a feasible one. Non-holonomic motion plan-
ning turns out to be much more difficult than holonomic motion planning. This
is a fundamental issue for most types of mobile robots.

From path planning to trajectory control, the motion planning problem for
mobile robots has been thoroughly investigated in the case of structured envi-
ronments. Moving among unknown or badly modeled environments, practically
induces the necessity of taking unscheduled and dynamic events into account
and reacting as the living beings would do. Therefore, reactive behaviors play a
fundamental role when the robot has to move through unstructured and dynamic
environments.

Artificial reflex actions for mobile robots can be defined as the ability to react
when unscheduled events occur, for instance when they move in unknown and
dynamic environments. For the last fifteen years, the scientific community has
been interested in the problem of reactive behaviors for collision avoidance in
the domain of mobile robots [1], [2]. Another important approach that it deals
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with artificial reflex actions, is the potential method developed by O. Khatib,
many years ago [3].

Probabilistic roadmap method (PRM) is a general planning scheme building
probabilistic roadmaps by randomly selecting configurations from the free con-
figuration space and interconnecting certain pairs by simple feasible paths. The
method has been applied to a wide variety of robot motion planning problems
with remarkable success [4], [5]. The adaptation of PRM planners to environ-
ments with both static and moving obstacles has been limited so far. This is
mainly because the cost of reflecting dynamic changes into the roadmap dur-
ing the queries is very high. On the other hand, single-query variants, which
compute a new data structure for each query, deal more efficiently with highly
changing environments. They however do not keep the information reflecting
the constraints imposed by the static part of the environment useful to speed up
subsequent queries.

In this trend, this work aims at providing a practical planner that considers
reflex actions and lazy techniques to account for planning with changing ob-
stacles. The paper is organized as follows. Section II gives an overview of the
DVZ principle. Section III explains the details of the proposed planner. The per-
formance of the planner is experimentally evaluated in Section IV. Finally, the
conclusions and future work are presented in Section V.

2 The DVZ Principle

This section describes the DVZ principle. We assume that the mobile robots has
no model of its surrounding space but can measure any intrusion of information
(proximity-type information) at least in the direction of its own motion. The
vehicle is protected by a risk zone while the deformations of the latter are directly
used to trigger a good reaction.

The robot/environment interaction can be described as a deformable virtual
zone (DVZ) surrounding the robot. The deformations of this risk zone are due to
the intrusion of proximity information and controls the robot interactions. The
robot internal state is defined to be a couple (Ξ, π), where the first component
Ξ is called the interaction component, which characterizes the geometry of the
deformable zone and the second component π characterizes the robot velocities
(its translational and rotational velocities). In the absence of intrusion of infor-
mation, the DVZ, denoted by Ξh is supposed to be a one-one function of π. The
internal control, or reactive behavior is a relation ρ, linking these two compo-
nents, Ξh = ρ(π). In short, the risk zone, disturbed by the obstacle intrusion,
can be reformed by acting on the robot velocities.

The geometric interaction between the moving n-dimensional robot and its
moving n-dimensional environment, that is, the deformable zone surrounding
the vehicle, can be viewed as an imbedding of the (n − 1)-dimensional sphere
Sn−1 into the Euclidean n-dimensional space �n.

The main interest in the use of this formalism lies in the fact that each
imbedding of Sn−1 can be continuously transformed into another imbedding.
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Thus, the deformations of the risk zone due to the intrusion of obstacles in the
robot workspace or to the modifications of the robot velocities π (through the
relation Ξ = ρ(π)) lead to the same mathematical entity (the imbedding). Fig.
1 shows different cases of the one-sphere deformations. These zones represent
the various shapes of the DVZ, depending on the translational and rotational
velocities of the robot. The first diagram illustrate a deformed DVZ due to the
presence of an obstacle. The remaining diagrams show how the mobile robot can
rebuild its DVZ, (b) by reducing the translational velocity, (c) by turning to the
right, or (d) by turning to the left.

Fig. 1. Deformations of a 1-dimensional DVZ

The first cause of deformation in an interaction component is the informa-
tion of intrusion due to the proximity of moving obstacles. The second cause is
the internal control (Ξh = ρ(π)) of the robot for compensating this intrusion.
The control of the internal state is done by comparing a reference interaction
component Ξo with the deformed component Ξ. This reference depends on the
accepted risk taken by the vehicle and is a matter of choice. Therefore, the reac-
tive behavior can be modeled by a two-fold scheme. The control problem consists
in generating the second deformation by internal control, with two possibilities:

– by integrally rebuilding the initial state interaction component Ξ through
an action on the robot rotation (dynamic avoidance),

– by modifying the robot velocities to attain another acceptable stable state
Ξ ′.

2.1 Derivation of The State Equation

This subsection provides the general framework for the derivation of the state
equation. This equation is formally seen as a two-fold control differential equation
and imbedded in the theory of differential games.

Let χ =
(

Ξ
σ

)

be the vector that represents the internal state of the robot
and let E be the state space, which is the set of all the vectors χ. The DVZ is
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defined by Ξ =











Ξ1

Ξ2

...
Ξc











and the robot velocities vector σ is defined by σ =
(

v
θ̇

)

.

Where each component Ξi is the norm of the vector corresponding to the border’s
distance in the DVZ. These vectors belong to the straight lines that correspond to
the main directions of the c proximity sensors ci. Generally speaking, we assume
that we can control the derivative φ of a function π for the robot velocities σ.
Therefore, the control vector will be written

φ = π̇ (1)

Let H be the set of all internal states χh whose DVZ is not deformed. This
set induces an equivalence relation in E , defined by

χ1
˜H χ2 ⇔ χ1

h = χ2
h (2)

where χi
h is the internal state corresponding to the state χi but without any

deformation due to the information of intrusion. In the equivalence class [χ], the
vector χh is a one to one function for the vector π:

χh = ρ(π) (3)

which can be written (by separation of the two sets of variables)
{

Ξh = ρΞ(π)
σ = ρσ(π)

(4)

The derivative of eq. (4) provides the state equation when no deformation
occurs (when the state vector stays on H):

χ̇h = ρ′(π)π̇ = ρ′(π)φ (5)

This equation is the first part of the general state equation. If we now consider
deformations of the DVZ, due to the intrusion of information, we will obtain the
second part of the state equation. To do it, we will denote the deformation of
the state vector by � and study the variations of this deformation with respect
to the intrusion of information. This new vector represents the deformed DVZ,
which is defined by

Ξ = Ξh +� (6)

Let I =











I1

I2

...
Ic











be the c-dimensional intrusion vector, where Ii = dimax− di.

The sensor provides the measure di = dimax, in the absence of obstacles.
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Let � =











�1

�2

...
�c











be the c-dimensional deformation vector, where

� = α(Ξh, I) (7)

with α(Ξh, I) being a c-dimensional vector. Each element �i is defined by

�i = α(dhi , Ii)

{

0 if di > dhi

dhi − di if di ≤ dhi

(8)

where dhi is an element of the intact DVZ (Ξh). By differentiating ec. (6)
with respect to time, we get

�̇ =
∂α

∂Ξh
(Ξh, I)Ξ̇h +

∂α

∂I
(ξh, I)İ (9)

By letting ψ = İ, and using eqs. (4), (5), (6) and (9), we obtain the next
control equation

{

Ξ̇ =
(

∂α
∂Ξh

(Ξh, I)× ρ′Ξ(π) + ρ′Ξ(π)
)

φ + ∂α
∂I (Ξh, I)ψ

σ̇ = ρ′σ(π)φ
(10)

with










Ξ̇ = ρ′Ξ(π)φ
π̇ = φ

İ = ψ

(11)

The inputs of eq. (10) are the two control vectors φ and ψ. The first comes
from the control module of the robot and the second from the environment itself.

3 A Reactive Lazy PRM Planner

The proposed planner integrates the lazy PRM planning method and the reactive
control by DVZ in the following way: a collision-free feasible path for a mobile
robot is calculated by the lazy PRM method, the robot starts moving (under
the permanent protection of its DVZ), in the absence of dynamic obstacles,
the control is performed by the lazy PRM method and does not require reflex
commands. If there are dynamic obstacles in its path, the reactive method takes
the control and generates commands to force the robot to move away from the
intruder obstacles and gives back its DVZ to the original state.

In this point, the robot has lost its original path, and it is necessary to search
for a reconnection path to reach its goal. The new path found is a single collision-
free curve of Reeds & Shepp. If the attempt of reconnection is successful, the
robot executes its new path towards the goal. The new alternative path was
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obtained with the lazy PRM method by using the information stored in the
current robot’s configuration, but if a deformation appears, the processes are
interrupted by reflex actions that forces the planner to go back to the previous
state. The algorithm can finish in three forms: i) the robot executes its path
successfully, ii) the reflex action is not sufficient and a collision occurs, or iii) the
robot does not find an alternative path to conclude its task. Figure 2 shows a
high-level description of the proposed approach.

Fig. 2. High-level description of our planner

The following subsections detail the most important stages of the proposed
planner. For more details, you can see [2].

3.1 Lazy PRM for Nonholonomic Robots

Lazy PRM approach for nonholonomic motion planning was presented in [6].
The algorithm is similar to the work presented by Bohlin and Kavraki [7], in
the sense that the aim of our approach is to minimize the number of collision
checks and calls to local method while searching the shortest feasible path in the
roadmap.

Once a start-goal query is given, the planner performs A∗ search on the
roadmap to find a solution. If any of the solution edges are in collision, they
are removed from the roadmap and then A∗ search is repeated. Eventually, all
edges may have to be checked for collisions, but often the solution is found
before this happens. If no solution is found, more nodes may need to be added
to the roadmap [8]. The most important advantage of this approach, is that the
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collision checking is only performed when needed. In this case, all edges don’t
have to be collision checked as in the original PRM case. Experiments show that
only a very small fraction of the graph must be explored to find a feasible path
in many cases. Single queries are handled very quickly, indeed, no preprocessing
is required.

3.2 Generation of Reflex Commands

The DVZ form is used in our experimental design according to equations (1) to
(12).

dhi = K1V
2
1 cos2(βi + K2θ̇) + dsec

i (12)

where K1 and K2 are constants, V1 and θ̇ are the velocities of the robot, βi

is the angle of the sensor ci with respect to the transverse axis of the robot, and
dsec

i is a safe distance in the direction of the sensor ci.
For the first case in equation (8), (di > dhi), the DVZ is not deformed by

the environment, the control is performed by the lazy PRM method and the
reflex actions are not require. For the second case, when (di < dhi), a reflex
action is necessary, the path executed by the lazy PRM method is suspended
and the robot control is taken by the DVZ method. When the DVZ is in control,
it has the task of taking the robot to a state free of deformations, indicating the
kinematics attitudes that should continuously have the robot. These attitudes
constitute the vector π, and the control is adapted in the following way.

Let fi[n] a vector in the direction of the sensor ci to be defined as

fi[n] =

{

�i[n]−�i[n− 1] if �i[n]−�i[n− 1] > 0
0 if �i[n]−�i[n− 1] ≤ 0

(13)

Let F [n] be the addition of the vectors fi[n]

F [n] =
c

∑

i=1

fi[n] (14)

then, the vector π[n] is given by

π[n] =

{

V1[n] = V1[n− 1] + Kv∗ ‖ F [n] ‖ ∗sign(cos(F̂ [n]))
θ̇ = θ̇[n− 1] + Kt ∗ sin(F̂ [n])

(15)

3.3 Reconnection

After a successful reflex action, the mobile robot recovers the intact state of its
DVZ, but its initial planned path will be lost (Fig. 3-b). The lazy PRM method
needs to have a path to push the mobile robot to the goal and it will be necessary
to provide a path for such aim. Due to the high computational cost of a complete
replanning, the method will avoid it by executing a process that uses a single
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collision-free Reeds & Shepp curve [9] (Fig. 3-c) to reconnect with the planned
path.

Initially, the algorithm tries a local path that it is interrupted by a dynamic
object. The algorithm will execute a reflex action in order to reconnect with the
closest point that is collision-free in the original path. If it can not reconnect
after a certain number of attempts, maybe because the possible reconnection
paths are blocked with obstacles, the robot will remain immovable for a certain
time before executing a new attempt (see Fig. 3-d). The process will be repeated
several times, but if the DVZ was deformed by an intrusion, the reconnection
process will be modified and will execute the reflex commands.

Fig. 3. Cases of the reconnection process

3.4 Replanning

If the reconnection attempts fails, it may happen that paths are blocked by many
dynamic objects, or a moving object is parked obstructing the planned path. In
this case, the planner executes the lazy PRM method (the initial configuration
is the current configuration in the robot). The lazy PRM will be called several
times until it returns a collision-free path. If after some attempts a collision-free
path can not be found, the planner reports failure.

The model cannot distinguish if an intrusion is caused by a moving or a static
obstacle because the DVZ method does not use any model of the environment.
To solve this problem, it is necessary to use an auxiliary image that represents
the environment and it is updated every time the replanning or reconnection
procedures are called. When the sensors in the robot detect an obstacle that
deforms the DVZ, the intruder object coordinates are revised to see if there was
already an obstacle, registered in the auxiliary image; if this is the case, the
system assumes the presence of a fixed obstacle and there is no need for a reflex
action, otherwise, it will certainly assume that the object is in movement.

162        Rodrigo Cuautle, Abraham Sánchez and Maria Osorio



4 Experimental Results

This section presents experimental results for car-like robots obtained by using
the planner described above to different scenes. The planner has been imple-
mented in Builder C++ and the tests were performed on an Intel c© Pentium
IV processor-based PC running at 2.4 GHz with 512 MB RAM.

After having executed our planner in different scenes, in the majority of the
cases the motion planning problem is solved satisfactorily. Our planner produces
a first roadmap by sampling configurations spaces uniformly. It computes the
shortest path in this roadmap between two query configurations and test it for
collision. The robot starts moving under the permanent protection of its DVZ.
In absence of dynamic obstacles, the robot does not require reflex commands
and the control is executed with lazy PRM. If there are dynamic obstacles in its
path, the reactive method takes the control and generates commands to force the
robot to move away from the intruder obstacles and gives back its DVZ to the
original state. The moving obstacles have a square form and move at constant
velocity in straight line. Whenever they collide with another object they assume
a new random direction in their movement.

Fig. 4 shows an environment that contains a circular obstacle, the scene
is completely closed. This example also contains 10 dynamic obstacles moving
randomly at the same velocity than the mobile robot.

Fig. 4. An example of a query and its solution path in an environment with 10 moving
obstacles. The robot starts moving under the permanent protection of its DVZ

In order to evaluate the performance of the planner, we performed tests on
the environment of Fig. 5 for several roadmap sizes and different number of
moving obstacles. The different settings are summarized in the tables 1, 2 and
3.

In fact, the method’s performance can be considered satisfactory if it presents
a fast planning phase, reflex actions based on sensors that do not require expen-
sive algorithms, an effective process of reconnection performed in milliseconds,
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Fig. 5. An environment composed of narrow passages with 20 dynamic obstacles

Table 1. Performance data for Lazy PRM

Settings 50 nodes 50 nodes 50 nodes 100 nodes 100 nodes 200 nodes

Steering angle 25 35 45 35 25 45
Graph building 0.007 0.006 0.01 0.01 0.01 0.02
Graph searching 0.003 0.004 0.03 0.01 0.005 0.03
Coll. checking 380 425 1300 650 365 1481
Total Time (s) 0.01 0.01 0.04 0.02 0.015 0.05

Table 2. Performance data with 20 moving obstacles

Reconnections Time for Replanning Time for Collision Success
reconnection replanning

29 0.010 0 0.000 no ok
39 0.015 2 0.000 no ok
57 0.023 1 0.000 no ok
5 0.010 0 0.000 no ok
37 0.012 3 0.000 ok no

Table 3. Performance data with 15 moving obstacles

Reconnections Time for Replanning Time for Collision Success
reconnection replanning

3 0.010 0 0.000 no ok
10 0.020 0 0.000 no ok
36 0.030 1 0.000 no ok
40 0.040 2 0.000 no ok
12 0.010 0 0.000 ok no
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and a process of replanning that is executed if the Lazy PRM and DVZ’ s pa-
rameters are appropriate.

The planning time is reduced due to the incomplete collision detector whose
work is complemented with the robot’s sensors during the path execution. On
the other hand, the assignation of direction angles to the nodes that conform
the shortest paths obtained by the algorithm A∗, produces curves that allow
the algorithm to omit the optimization process (i.e., the smoothing process).
With respect to the reconnection process, the paths obtained with the planner
are conformed by a single Reeds & Shepp curve and based on the incomplete
collision detector, making short the time and close to optimal the curves obtained
with the algorithm. Since the reflex actions are provided by the DVZ method, it
is possible to interrupt the reconnection and replanning processes if necessary,
without incurring in bigger problems. If the execution’s parameters for the Lazy
PRM and DVZ methods are adapted, the replanning process will not be called
very often and will be successful in the absence of narrow passages.

Figure 6 presents a case where the reflex actions were not sufficient. The
presence of narrow passages is an important problem to being considered.

Fig. 6. The reflex actions were not sufficient, the mobile robot collides with a moving
obstacle

5 Conclusions and Future Work

Even in the absence of obstacles, planning motions for nonholonomic systems is
not an easy task. So far, no general algorithm exists for planning the motions
of any nonholonomic system, that guarantees to reach a given goal. The only
existing results deal with approximation methods, that is, methods that guaran-
tees to reach a neighborhood of the goal, and exact methods for special classes
of nonholonomic systems. Obstacle avoidance adds a second level of difficulty:
not only does one have to take into account the constraints imposed by the
kinematic nature of the system, but also the constraints due to the obstacles.
It appears necessary to combine geometric techniques addressing the obstacle
avoidance with control techniques addressing nonholonomic motions.
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The results obtained in the evaluation of the reactive lazy PRM planner
proposed in this work, show the importance of finding a solution for the complex
problem of motion planning for nonholonomic robots in dynamic environments.

A reactive lazy PRM planner for dynamically changing environments is pre-
sented in this paper. Although some promising results are shown in its present
form, the planner could be improved in a number of important ways. This ap-
proach can be extended to use real robots and to solve the problem posed by
small static obstacles. Besides, some cases where the reflex action was not suffi-
cient to avoid collisions were observed during the evaluation tests. Theses cases
are difficult because they require a more intelligent behavior in order to avoid
the robot to be trapped. In those cases, it can be necessary to add a process that
computes the trajectories of moving objects and corrects the path in real time.

Finally, a very interesting topic in robotics, is the study of non-structured
environments. This methodology can be extended to solve those cases.
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Abstract. This paper reports on RMP3D, a multipurpose software plat-
form dedicated to motion planning. RMP3D makes it possible to set up
motion planning experiments very quickly. The generality comes from a
dedicated software architecture allowing a rapid design of motion plan-
ners. Comprehension of concepts and algorithms involved in the robotics
field can be improved through the use of an interactive visualization tool.
We present an interactive tool for visualizing and editing motion plan-
ning environments, problem instances, and their solutions. RMP3D is
specialized for model-based randomized planners such as Probabilistic
Roadmap (PRM) methods. The paper focuses on recent results obtained
in robot motion planning, graphics animation, and behavioral animation.

1 Introduction

Robot motion planning refers to the ability of a robot to automatically plan its
own motions to avoid collision with the physical objects in its environment. Such
a capability is crucial, since a robot accomplishes tasks by physical motion in the
real world. This capability would be a major step toward the goal of creating au-
tonomous robots. This observation has motivated much research in robot motion
planning. The approaches to robot motion planning can be roughly divided into
two categories: the classical motion planning or model-based motion planning,
and sensor-based planning. The first approach, assumes that the robot system
has an explicit representation of the robot’s environment. On the other hand,
in the second approach, the environment is unknown and the robot is guided
directly from the sensory input without constructing internal representation for
the environment. This work considers solely the model-based motion planning
problem.

Motion planning problem is typically solved in the configuration space (C), in
which each placement of the robot is mapped as a point. The free configuration
space, F , is the subset of C at which the robot does not intersect any obstacle.
The dimension of C depends on the degrees of freedom (dof) of the robot, which
can be high. An exact computing of a high-dimensional configuration space is
impractical. For this reason, a large family of model-based planners has been
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developed [1], [2], [3], [4]. These algorithms have been successfully used to solve
challenging problems.

The most popular paradigm for model-based motion planning is the Proba-
bilistic Roadmap Method (PRM) [1]. The key idea of the PRM is to randomly
distribute a set of nodes in C and then connect these nodes using a simple local
planner, to form a graph (or a tree) known as a roadmap. An important property
of a roadmap is that it provides a good approximation of the connectivity of the
F . If the roadmap is successfully capturing this connectivity, motion planning
may be reduced to a graph search.

Motion planning has application in many other areas, such as assembly plan-
ning, design for manufacturing, virtual prototyping, computer animation, med-
ical surgery simulation, computational biology, etc. As stressed by Latombe [5],
non-robotics applications (e.g., graphics animation, surgical planning and com-
putational biology) are growing in importance and are likely to shape future
motion planning research at least as much as robotics.

In Section II, we present the software architecture of RMP3D. The following
sections give practical results obtained in problems arising in fields as diverse as
robot motion planning, planning motions for animated characters and behavioral
animation. Finally, Section VI presents the conclusions and future work.

2 RMP3D Architecture

RMP3D is composed of diverse modules associated with functionalities such as
the modeling of the mechanical systems (geometric modeling, steering methods),
geometrical tools (collision detection, distance calculation), motion planning,
and a graphic interface that allows to define the problems, call the algorithms,
and to display the produced results. Fig. 1 shows the structure of the motion
planning software RMP3D.

– the modeling module enables the user to describe mechanical systems and
environments.

– the geometric tools for the collision detection algorithms.
– the steering methods allows to compute local paths satisfying the kinematic

constraints of the mechanical systems.
– the planning algorithms module contains many procedures based on ran-

domized techniques such as PRM, Lazy PRM, Gaussian PRM.

The following steering methods are actually integrated within RMP3D:

– Linear computes a straight line segment between two configurations, this
method works for any holonomic system like a manipulator arm.

– Nonholonomic computes smooth paths for both car models, Reeds &
Shepp [6] and Dubins [7] or articulated mobile robots.

Other methods could be easily integrated into this library. They can also
be combined to design more complex steering methods for mechanical systems
subjected to different motion constraints.
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Fig. 1. Architecture of RMP3D

The planning module integrates three of the randomized techniques proposed
recently. These techniques are based on the probabilistic roadmap methods that
first construct a roadmap connecting collision-free configurations picked at ran-
dom, and then use this roadmap to answer multiple or single queries. Addition-
ally to the planning methods, we added some generators of determinist samples
like Halton, Hammersley, Faure, Sobol, and Sukharev grid.

– Basic-PRM is based on the basic PRM scheme [1]. The key idea of this
scheme is to randomly distribute a set of nodes in C and then connect these
nodes using a simple local planner (or a steering method), to form a graph
(or a tree) known as a roadmap.

– Gaussian-PRM is meant to add more samples near obstacles [8]. The idea
is to take two random samples, where the distance between the sampless is
chosen according to a Gaussian distribution. Only if one of the samples lies
in the F and the other lies in Cobst do we add the free sample. It has been
shown that this leads to a favorable sample distribution.

– Lazy-PRM [9], the idea is not to test whether the paths are collision free
unless they are really needed. The goal of this variant is to minimize the
number of collision checks. The rational behind this is that for most paths
we only need to consider a small part of the graph before a solution is found.

The collision checker integrated is PQP1 for determining whether a given
path is collision-free or not (this is performed by multiple calls to the interference
detection algorithm). PQP is a library for performing three types of proximity
queries on a pair of geometric models composed of triangles.
1 A collision detection package from University of North Carolina at Chapel Hill
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All techniques were integrated in a single motion planning system called
RMP3D, implemented in Builder C++ under Windows XP. RMP3D automates
conducting experiments, i.e. statistics are automatically generated and pro-
cessed, decreasing the chance for errors. All experiments were run on a 2.4 GHz
Pentium 4 processor with 512 MB internal memory.

3 Robot Motion Planning

In this section, we discuss the field of model-based motion planning. In contrast
to methods that construct boundary representations of configuration space ob-
stacles, model-based methods2 use only information from a collision detector as
they search the configuration space. The simplicity of this approach, along with
increases in computation power and development of efficient collision detection
algorithms, has resulted in the introduction of a number of powerful motion
planning algorithms, capable of solving challenging problems with many degrees
of freedom (dofs).

All of the recent methods rely on some method for generating samples over
the configuration space. Typically, the samples are taken at random from a statis-
tically uniform distribution; however, this method of sampling is not as uniform
as some deterministic methods [10]. Several weakness of random sampling were
shown in the context of the PRM in [11], [12], [13].

Despite the success of PRM planners, narrow passages in a robot’s configura-
tion space create significant difficulty for PRM planners. A narrow passage is a
small region whose removal changes the connectivity of the free space. There are
several sophisticated sampling strategies that can alleviate this difficulty, but a
satisfactory answer remains elusive. Indeed, many of them only solved partially
the motion planning problem, e.g., the case of free-flying robots. We claim that
deterministic sampling is suitable to capture the connectivity of configuration
spaces with narrow passages [10]. Figures 2 and 3 show the stages of the PRM
approach.

Fig. 2. The start and goal configurations for the piano mover problem and the roadmap
graph

2 These methods are called sampling-based methods
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Fig. 3. An un-smoothed path for the piano problem and the path obtained by smooth-
ing

Figures 4 and 5 show some resolute examples, the examples correspond to
free-flying objets in a three-dimensional workspace, the objects have six dofs,
three translational degrees and three rotational degrees.

Fig. 4. Left, a famous test scene, in which an elbow-shaped robot passes through a
small opening. Right, the same elbow-shaped robot in other environment

The PRM approach has been applied to many different types of motion plan-
ning problems involving different kinds of robots. Unfortunately, the different
improvements suggested are difficult to compare. Each author used his or her
own implementation of PRM. Also the effectiveness of one technique sometimes
depends on choices made for other parts of the method.

With this tool, we provide a comparative study of a number of PRM tech-
niques, all implemented in a single system and run on the same test scenes and
on the same computer. In particular, we can compare basic sampling techniques,
steering methods and node adding techniques.

4 Planning Motions for Animated Characters

The design of autonomous characters capable of planning their own motions
continues to be a challenge for computer animation. We present a novel method
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Fig. 5. Two scenes with narrow passages. Left, a spaceship in a labyrinth. Right, an
object with complicated geometry in four roms with lots of space and with narrow
doors between them

for animating human characters. Our method is integrated in a probabilistic
roadmap method scheme. The navigation of the human character in this envi-
ronment is modeled by a composition of Bezier curves. The controllers are based
on motion data capture techniques.

Given start and goal positions in a virtual environment, our objective is to
find a sequence of motions of a human character to move from the start and to
the goal. Conventional motion planning techniques in robotics typically generate
very efficient mechanical movements rather that lifelike natural-looking motions
desired in computer animation applications. On the other hand, motion editing
techniques in computer graphics are not equipped with a high-level planning
capability to yield a desired motion. To rapidly plan convincing motions of the
human-like character with high-level directives.

Although the motion planning and following concept generally applies to
many types of characters and motions, we will concentrate on generating walking
or running motions for a human-like character. We would like the character’s
motion to be smooth and continuous, natural-looking, and follow the computed
path as closely as possible. For more details on this technique, you can review
the work in [14]. Our procedure consists of the following three steps: roadmap
construction, roadmap search, and motion generation. Figure 6 shows a high-
level description of the proposed approach.

A result of complete trajectory (composition of several local paths) is pre-
sented on figure 7. One can notice several specificities in this result: the model
strictly respects the initial and final configurations required. The structure of
the character is modeled in two levels. Pelvis and legs are used for the locomo-
tion, all the 18 dofs are said to be active dofs. The 34 other ones are said to be
reactive dofs, they deal with the control of the arms and the spine. The pelvis is
the root of five kinematics chains modelling respectively the arms, the legs and
the spine.
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Fig. 6. High-level description of our approach

Fig. 7. Walking through the chessboard and the labyrinth

RMP3D: A multipurpose Platform for Motion Planning        173



Figure 8 illustrates the result of the warping module, the goal of the warping
module is to locally modify the animation of the upper bodies of the character
(arms and spine) when collision occur in the animation produced by the module
locomotion-controller.

Fig. 8. Two snapshots to show the effectiveness of the warping module

The approach satisfies some computer graphics criteria such as realistic re-
sults, collision-free motion in cluttered environments and low response time.
The approach has been implemented in our RMP3D architecture and success-
fully demonstrated on several examples. The combination of randomized motion
planning techniques and motion capture editing techniques offer promising re-
sults.

We have presented a solution for digital actors locomotion problems. The
solution insists on the modularity of the approach. Each component can be
modified or replaced with ease. Our locomotion planner is still to be enhanced:
we want to introduce the ability for the digital actor to change its locomotion
behavior by crouching, crawling, etc.

Motion capture system have been widely used during the last few years for
creating new animations of virtual humans. These approaches assume that re-
alistic motions can be obtained by editing and tuning library of motion data.
The computational cost is low (O(n)) because each articulation is computed
separately. Although several convincing animations have been designed using
these methods, the parameter control is not simple: a number of trial and error
iterations is often needed before obtaining the desired result.

5 Behavioral Animation

Behavioral animation is a type of procedural animation, which is a type of com-
puter animation. In behavioral animation an autonomous character determines
its own actions, at least to a certain extent. This gives the character some ability
to improvise, and frees the animator from the need to specify each detail of every
character’s motion. These improvisational characters are, in the words of Ann
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Marion: “puppets that pull their own strings”. An early example of behavioral
animation was the 1987 boids model of bird flocking [15]. While in some limited
sense autonomous characters have a mind, their simplistic behavioral controllers
are more closely related to the field of artificial life than to artificial intelligence.

Like particle systems, behavioral animation is a vague term which refers to
a number of techniques. Also like particle systems, behavioral animation is used
to control the motion of many objects automatically. The primary difference is
in the objects being animated. Instead of simply procedurally controlling the
position of tiny primitives, motion is generated for actors with orientations,
current state, and interactions. Behavioral animation has been used to animate
flocks, schools, herds, and crowds. All of these require interaction between a large
number of characters with relatively simple, rule-based motion. Fabric can also
be simulated using behavioral techniques.

While many methods to simulate flocking behaviors have been proposed,
these techniques only provide simplistic navigation and planning capabilities,
because each flock member’s behavior depends only its local environment [16],
[17].

In this section, we show that complex group behavior can be generated using a
roadmap providing global environment information. The roadmap contains topo-
logical information and adaptive edge weights that enables the flock to achieve
behaviors that cannot modeled with local information alone. We propose new
techniques for different group behaviors: homing, goal searching, and traversing
narrow areas. We extended ideas from cognitive modeling to create behavior
rules in individual flock members and in the roadmap. These embedded behav-
iors enable the creatures to modify their actions based on their current location
and state.

These behaviors exploit global knowledge of the environment and utilize in-
formation gathered by all flock members which is communicated by allowing
individual flock members to dynamically update the shared roadmap to reflect
(un)desirable routes or regions.

Homing behavior consists of two sub-models, one representing the individual
behavior of flock members and the other influencing the global behavior of the
flock. Once a path is found (with our RMP3D tool), individual flock members
follow the path. The path is discretized to subgoals based on and individual flock
member’s sensor range. Each member keeps track of subgoals and as soon as a
subgoal comes within the sensory range the next subgoal becomes the steering
direction for the global goal. With other interacting forces from neighboring
flock members and obstacles, steering toward the subgoal has the lowest priority,
so individual members still move together while moving toward the goal. This
results in a flocking toward the goal and avoids getting trapped in local minima.

Goal searching is a type of exploring behavior. We achieve this behavior using
a roadmap graph with adaptive edge weights. Each individual member behaves
independently from its flock mates and uses the roadmap to wander around.
They follow roadmap edges and there are no predefined paths. If they reach
a roadmap node with several roadmap edges, they probabilistically choose a
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roadmap edge to follow based on weight of the edge. The edge weights represent
any preferences for the current task, i.e., searching for and reaching the goal.

A naive solution to achieve narrow passage traversal by the flock is to use
the homing behavior and to select two nodes as goals, first a node in front of the
entrance to the passage and then a node outside the exit from the passage. One
drawback is that flock members may bunch up and conflict with each other as
they try to move through the passage. A strategy that may avoid the congestion
problems of the naive idea is the follow-the-leader strategy. We first assemble the
flock in front of the narrow passage, and then select the closest flock member to
the entrance to the narrow passage as the leader. The remaining flock members
are arranged into a queue that follows the leader.

Figure 10 show some results obtained with our approach. The behavior rules
embedded in our roadmaps enable the flocks to modify their actions based on
their current location and state. Our simulation results for the three types of be-
haviors studied show that the performance of the rule-based roadmap behaviors
is very close to ideal behaviors that have complete knowledge.

Fig. 9. Complex behaviors, such goal searching can be improved using global informa-
tion

6 Conclusions and Future Work

Motion planning has been an active research field in robotics for more than
20 years. Within the 80’s, roboticians addressed the motion planning problem
by devising a variety of heuristics and approximate methods. While complete
and deterministic algorithms for motion planning are very time-consuming as
the dimension of the configuration space increases, it is now possible to address
complicated problems in high dimension thanks to alternative methods (for in-
stance PRM methods) that relax the completeness constraint for the benefit of
practical efficiency and probabilistic completeness.

This paper presented the software platform RMP3D developed at the Univer-
sity of Puebla (Facultad de Ciencias de la Computación) for generic multipurpose
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Fig. 10. Complex behaviors, such Homing can be improved using global information

applications. A large number of variant PRM planners can be constructed by
combining the algorithmic components presented in our software platform.

RMP3D is a multipurpose tool for visualizing and editing motion planning
environments, problem instances, and their solutions. RMP3D offers a self-
explanatory graphical user interface that provides functionality that can help us
understand robotics and motion planning concepts. We are convinced that re-
searchers and students can take advantage of visualization tools such as RMP3D
which in addition to visualization, allows interaction with the robots workspace.

The aim of the projet RMP3D is to develop a general planning software for
providing systems with motion planning facilities. The examples shown in the
paper illustrate the kind of problems that can be solved today by the algorithms
integrated within RMP3D. It remains that additional work still needs to be
done for improving the efficacy of the planning techniques. Another challenging
issue is to develop more sophisticated planning algorithms (i.e., multiple robots,
manipulation planning).

Motion planning applications are emerging today in various domains such as
computer graphics, drugs design, medicine...

Finally, our paper does not introduce new algorithms, nor new analysis. It
should be viewed as an experience feedback in developing motion planning tech-
nology within the context of a well focused application field. The advantages
of our platform are many with respect to other proposals, but the most impor-
tant thing is the level of the modelling (environments and robots), since this is
possible by using Inivis AC3D.
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Abstract. The present article proposes a methodology for the construction of 
intelligent tutoring systems that can be applied to any case that implies the 
design of a system intended for  training advanced engineering students in the 
operation and maintenance of mechanisms. The article offers premises for the 
design of the modules of knowledge domain, student and tutor, and describes 
control strategies implemented as meta-rules. 

1  Introduction 

Intelligent tutoring systems (ITS) started to be developed in the 80’s, designed with 
the idea to provide knowledge with base in some form of intelligence in order to 
guide the student in the process of learning [Urretavizcaya, 2001; Sancho, 2002]. An 
intelligent tutor is a software system that uses techniques of artificial intelligence (AI) 
to represent the knowledge and interacts with the students in order to teach it to them 
[VanLehn, 1988]. To this definition, [Giraffa et al., 1997] adds the consideration of 
different cognitive styles of the students who use the system according to Cern 
[2002]. In the 90’s, with the advances of cognitive psychology [Norman, 1987; 
Gardner, 1988], neurosciences and the new paradigms of programming [Pressman, 
2002; Pfleeger, 2002], ITS have evolved from a mere instructional proposal [Cruz 
Feliú, 1997] towards the design of environments of new knowledge discovery and 
experimentation [Bruner, 1991; Perkins, 1995; 2002] according to a constructivist 
vision of learning processes. In spite of these achievements, ITS have still not 
received a generalized adoption due to the complexity implied in its design, which has 
limited ITS practical application. The development of STI was stuck by the lack of 
maturity in the development of the human cognition area and therefore it was not 
possible to model it computationally since the complexity of the models involved 
required a high cost of calculation. 
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2   Foundations for a Intelligent Tutoring Systems Methodology  

2.1 Structure of the Intelligent Tutoring System 

An Intelligent Tutorial System for training in the operation and maintenance of 
mechanisms consists basically of three models that communicate with one another 
[Kearsley, 1987]. With the purpose of obtaining a suitable operation of the ITS in 
reparation of mechanisms, the models of the mechanism, the student and the tutor 
must accomplish a suitable interaction. Therefore, it will exist a set of rules [García-
Martínez and Britos, 2004] that define when and how these models are used. These 
rules constitute a meta-model in the sense that they control the basic models and their 
associate rules. The meta-model has the required functionality to activate and 
deactivate the basic models. As an example, the rules that can be expected to be 
contained in the meta-model may have the following form: 

 
IF The student has finished an specific item 

AND The tutor has little confidence in its own 
assessment on the student knowledge about that 
specific item 

THEN The tutor will interrogate the student exhaustively 
on the specific item 

2.2 The Knowledge Domain Model  

A model can be understood as an entity that copies the characteristics of an object, 
process or concept of the real world. In fact, a model is an abstract representation of 
some type of mechanism. It is abstract in the sense that it really does not exist, it is 
something that is created in the border of a computational program. In order to be able 
to construct a model of a mechanism, it must be possible to decompose the 
mechanism in its constituent parts. That is to say, the mechanism to be modeled must 
have identifiable parts in which it can be decomposed. This way, the behavior of the 
mechanism can be described through the behavior of its parts. This description 
includes from the intrinsic form of operation of each component up to the way in 
which a given component interacts with the others. In this work, qualitative models 
will be used more than quantitative, that is to say, that the relations among parts are 
described more in terms of the qualities of the constituent entities than of 
mathematical expressions that are representative of the operation way of these 
entities. This conception is more related with the way in which the human beings 
seem to approach the problems in their daily interaction with the every day world. In 
this way, a person can know when he or she is safe to cross a street without the need 
to construct mentally a mathematical model in order to calculate the trajectory of the 
vehicles that approach to him or her. The proposed methodology to model the 
knowledge domain when this one is referred to a mechanism consists of the following 
steps:  

 
- Step 1. Identify the components which make up the mechanism  
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- Step 2. Identify the relations among the components of the model  
- Step 3. Specify the rules of operation of the model  
- Step 4. Evaluate the model 

2.3 The Student Model 

The design of the student model should be centered around the questions: What is 
desired that the student knows about the mechanism?. What types of knowledge must 
have a student to be able to solve a problem of operation or repair of the mechanism? 
[Barr & Feigenbaum, 1983]. It is evident that, in some way, the student must know 
how the mechanism works. The parts and components of the mechanism are the 
things that make it work.. Therefore, the student must have knowledge about: 

- The components of the mechanism  

- The operation of the components of the mechanism  

- The interrelation between the components of the mechanism  

- The operation of the mechanism  

If a student chooses to examine a particular component, then it is assumed that the 
student knows something about that component. Given the context of the problem, the 
selection of a component is a kind of confirmation or disconfirmation that the student 
understands what the component does and how it relates to the operation of the 
mechanism. Every time the student checks, manipulates or examines a component, 
this tells what he or she knows or does not know about the operation of the 
mechanism. In order to make inferences about what the student knows, it is necessary 
to make assumptions about the meaning of student actions. These interpretations 
constitute the central part in the development of the student model in the design of an 
intelligent tutoring system: 
 

Step 1. Identify the knowledge that the student has acquired concerning the 
components that integrate the mechanism. 

Step 2. Identify the understanding level that the student has acquired in relation 
to the functionality of the mechanism and how its components 
contribute to achieve it. 

Step 3. Identify the strategies used by the student to solve the problem and to 
approach suitably the processes necessary to carry out the reparation of 
the mechanism. 

2.4  The Tutor Model 

The instructional model or model of the tutor [Sierra, 1999; Sierra et al., 2001; 2003] 
is a representation of the methods that will be used in the intelligent tutor to provide 
information to the student. This model is complex because it is thought to direct the 
student in his or her process of learning and to carry out adjustments in this direction 
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automatically as the student makes progress. In a practical sense, the following 
problem must be solved when the tutorial module of a system of intelligent instruction 
is constructed: the student is manipulating the domain model or mechanism and the 
student model is making inferences on the basis of these manipulations. The tutor 
must then make use of this information in order to provide useful information to the 
student. In a more general form, with the object of being able to correctly define the 
operation of the tutorial module, it must be possible to answer the following 
questions: When is it necessary to instruct? What type of instruction must occur? 
Therefore, the proposed methodological steps for the design of the tutor model are the 
following ones: 

Step 1. Analyze the student model in order to clearly define which are the 
actions that he or she can perform. 

Step 2. Interpret the actions defined in Step 1 in terms of the type of knowledge 
that the student must have in order to carry out these actions in a correct 
way. 

Step 3. On the basis of the different types of knowledge identified in Step 2,  
determine the appropriate strategies of instruction so that the student 
incorporates significantly this knowledge into his or her cognitive 
structure. 

3 An Example of Intelligent Tutoring System in Mechanism 
Reparation Domain 

3.1 The Student Model 

On the basis of the considerations carried out in previous theoretical analysis with 
respect to what the student model should be and the proposed steps in order to achieve 
it, the following rules are defined in order to describe how student actions can be 
modeled: 

3.1.1 Assessing the Student’s Understanding of the Mechanism Through a Single 
Student Action  

An assessment rule can be expressed in terms of a subsumption analysis, which may 
be formulated as follows:  

IF in the model of the mechanism, the inferred path from 
source x (the point of examination or manipulation) to 
the target  y (the point where the fault occurs) 
subsumes a sequence of path elements from source x to 
target y 

THEN there is evidence supporting student knowledge of the 
inferred path of the mechanism. 
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3.1.2 Assessing the Student’s Understanding of the Mechanism Through a Series 
of Actions  
Concerning this aspect of analysis, the following rules can be formulated: 

IF a student’s action examines a component in the model 
of the mechanism that is closer to the target in 
terms of physical distance and evidence  

THEN there is positive evidence that the student has 
knowledge of the mechanism 

IF a student’s action examines a component in the model 
of the mechanism that is physically more distant and 
is adding negative evidence to the assessment of the 
student knowledge of the mechanism  

THEN there is negative evidence that the student has 
knowledge of the mechanism 

3.1.3 Assessing the Student’s Problem-Solving Process: Divide and Conquer 
The rule can be formulated as follows: 

IF there is evidence (by showing that the student is 
manipulating components that belong to a different 
path of inference in the mechanism model) that a 
student is using a divide and conquer approach to 
problem solving 

THEN there is increased evidence that the student has 
understanding of some problem-solving methodology 

3.1.4 Assessing the Student’s Problem-Solving Strategy: Sequential Analysis 
The following rule can be defined in terms of the possible paths of inference shown in 
the mechanism model:  

IF a student’s sequence of actions follows a 
breadthwise, depthwise or spiralwise path through the 
mechanism, 

THEN there is evidence that the student is using a 
sequential strategy to diagnose the problem  

3.1.5 Assessing the Student’s Knowledge of Components 
The rule covering this aspect of analysis can be stated as follows: 

IF a student examines component x 

AND then in sequence examines the sources of component x 
(the components that feed component x) 

AND then in sequence examines the sinks of component x 
(the components that are fed by component x) 

THEN there is evidence supporting that the student has some 
understanding of component x and its relation to other 
components  
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3.1.6 Assessing Student Use of the Troubleshooting Guide 
The rule in this case can be enunciated as follows:  

IF the number of times that the student uses the 
troubleshooting guide follows a downward trend over 
time, 

THEN there is evidence that the student’s knowledge of 
problem solving and the mechanism is increasing over 
time 

3.1.7 Assessing Student Repetitive Actions     
In this case, the following rule can be formulated: 
IF the count associated with the performance of any action 

is over a specified threshold 
OR the sequence of actions results in an identifiable 

pattern of actions 
THEN there is evidence that the student is repeating actions 

3.2 The Tutor Model 

The preceding section described a student model containing seven rules. These rules 
can be roughly classified as shown in Table 1. The partitioning of the rules into three 
categories allows the instructional model to address three distinct kinds of knowledge 
and assist students  while they are interacting with the tutor [Pozo, 1998; Pozo 
Municio; 1999]. As Table 2 shows, tutoring or instructional strategy can be organized 
around these classifications.  

Rule Description Classification 

R1 Infer knowledge of the mechanism 
from a single student action 

Mechanism Knowledge 

R2 Infer knowledge of the  mechanism 
from a series of student actions 

Mechanism Knowledge 

R3 Is the student using a divide and 
conquer problem-solving strategy? 

Problem-solving Knowledge 

R4 Is the student using a sequential 
problem-solving strategy? 

Problem-solving Knowledge 

R5 Does the student understand 
components? 

Component Knowledge 

R6 Is the student using the 
troubleshooting guide? 

Problem-solving Knowledge  

R7 Is the student performing repetitive 
actions? 

Mechanism Knowledge / 
Problem-solving Knowledge 

Table 1. Student Model Rule Classifications 
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Rule(s) Classification Instruction 

R5 Component Knowledge Provide the student with 
instruction about the function of a 
specific component 

R1, R2 Mechanism Knowledge Provide the student with 
instruction about how the 
mechanism works and the 
relationship between components 

R3, R4, 
R6, R7 

Problem solving knowledge Provide the student with 
instruction about problem solving 
methods that would be useful 

Table 2.  Summary of Student Model Rule-Based Instructional Strategy 

 
This organization of student model rules and their relation to instruction assumes that 
these three kinds of knowledge are important in the process of diagnosing and 
repairing mechanisms.  Of course, other kinds of knowledge might be appropriate for 
other kinds of domains and problems. Based on the idea that the data from the student 
model is an indication of a particular problem, a series of instructional model tutoring 
rules may be formulated: 

 
Rules referred to Component Knowledge  
 
IF the student model indicates there is a possibility 

the student has a deficit of component knowledge 
AND the assessment is above a specified threshold 
THEN provide first-level instruction to the student about 

relevant components 
 
IF the assessment is above a second specified threshold 
THEN provide second-level instruction to the student about 

relevant components 
 
Rules referred to Mechanism Knowledge 
 
IF the student model indicates there is a possibility 

the student has a deficit of mechanism knowledge  
AND the assessment is above a specified threshold   
THEN provide first-level instruction to the student about 

relevant portions of the mechanism  
 
IF the assessment is above a second specified threshold  
THEN provide second-level instruction to the student about 

relevant portions of the mechanism 
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Rules referred to Problem Solving Knowledge 
 
IF the student model indicates there is a possibility 

the student is problem solving using a sequential 
approach 

AND the assessment is above a specified threshold  
THEN provide instruction to the student about alternative 

methods of problem solving 
 
IF the student model indicates there is a possibility 

the student is problem solving by continuously 
referring to the technical reference  

AND the assessment is above a specified threshold 
THEN provide instruction to the student about using the 

technical reference manual less 
 
IF the student model indicates the possibility that the 

student is performing repetitive actions 
AND the assessment is above a specified threshold 
THEN provide instruction to the student about trying 

different actions to avoid repeating the same actions  
 

4 Conclusions 

The main contribution of the present communication can be seen in the guidelines 
given for the construction of intelligent systems to instruct and train students in the 
operation and repair of mechanisms. The scope of the article goes beyond the 
methodologies suggested in the bibliography for the construction of intelligent tutors, 
entering in the details of the effective implementation of this kind of systems. 
The motivating effect of technology in education is verified when it is correctly 
applied to the generation of relevant experiences of learning. In addition, the use of 
simulations -and mainly with respect to the operation and maintenance of 
mechanisms- will allow that students trained with these technologies develop suitable 
mental models with high possibilities of transference to real contexts and situations. 
Nevertheless, it is highly recommendable that the proper techniques of educational 
research are applied to evaluate the effectiveness of the proposed tool, which totally 
justifies the formalization of later studies in this direction. 
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Abstract. Learning artificial intelligence sometimes is a very frustrating task 
when you try to understand it with a lot of theory and a little practice. This pa-
per intends to illustrate that learning artificial intelligence could be an attractive 
and entertainment task when your try to build robots that show some intelligent 
behavior like see, hear, speech, move, and even learn. We use Lego mobile ro-
bots and Java for learning and applying some techniques from artificial intelli-
gence like neural networks, genetic algorithms, computer vision, speech recog-
nition, and speech synthesis. 

1 Introduction 

The use of physical robots as a teaching tool has been extended around the world. 
With the development of the Lego Mindstorms Robotics Invention System, some uni-
versities use them for educational purposes. The Robotics Academy in the Carnegie 
Mellon University (www.rec.ri.cmu.edu/education) offers a complete teaching pack-
age for children, to introduce them to technology, hardware, electronic control, com-
puter programming and mechanics. It has been used to instill engineering skills, sci-
entific interest, computer acquisition, general ideas and creativity among students [6]; 
also, applying Piaget’s theories of cognitive development, to help students to under-
stand concepts about complex dynamic systems, like how global behavior can emerge 
from local dynamics [8]. 

In the artificial intelligence arena, Lego based robots have been used for teaching 
neural networks [4] and for building low cost robotics laboratories for teaching artifi-
cial intelligence [5]. 

In this paper we use Lego mobile robots for teaching/learning some artificial intel-
ligence themes in an Artificial Intelligence Course. Based on Nilsson’s book [9], 
which covers these themes with software agents, we begin to work a neural network, 
a genetic algorithm and a computer vision algorithm with physical agents – our mo-
bile robots. 

With the idea of using only one programming language, available to Lego robots, 
we use Java. This way, we can build intelligent Lego robots with Java, as it provides 
APIs for programming systems that can see, hear, speak [7], and even learn [12, 13]. 
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We use the Lego Mindstorms Robotics Invention System 2.0 for building the Lego 
mobile robots; leJOS 2.1.0, a little Java operating system for downloading and run-
ning Java programs inside the robots; Java 2 for compiling the Java programs under 
LeJOS, and some APIs for computer vision and speech recognition. 

1.1 Lego Mobile Robots 

The Lego Mindstorms Robotics Invention System (RIS) is a kit for building and pro-
gramming Lego robots. It has 718 Lego bricks including two motors, two touch sen-
sors, one light sensor, an infrared tower, and a robot brain called the RCX. 

The RCX is a large brick that contains a microcontroller and an infrared port. You 
can attach the kit's two motors (as well as a third motor) and three sensors by snap-
ping wire bricks on the RCX. The infrared port allows the RCX to communicate with 
your desktop computer through the infrared tower.  

In this work, we use a Roverbot as it is constructed in the Lego Mindstorms Con-
structopedia, the guide for constructing Lego robots. 

1.2 Java Technology 

We use Java 2 Technology to program all algorithms we show, using own code and 
predefined packages and Java APIs as shown in Table 1. 

Table 1. Java Technology used with Lego robots 

Java Technology Mean and use 
J2SDK Java 2 Software Development Kit to compile and run Java programs 
LeJOS Lego Java Operating System to run Java programs inside the RCX 
LMbpn A Lego Mindstorms Backpropagation Neural Network (own) 
LMsga A Lego Mindstorms Simple Genetic Algorithm (own) 
JFM Java Media Framework for Computer Vision 
JSAPI & Sphinx Java Speech API and Sphinx for Speech Recognition 
JSAPI & Sphinx Java Speech API and Sphinx for Speech Synthesis 

1.3 LeJOS 

LeJOS is a small Java-based operating system for the Lego Mindstorms RCX. Be-
cause the RCX contains just 32 KB of RAM, only a small subset of the Java Virtual 
Machine and APIs can be implemented on the RCX. LeJOS can be downloaded from 
lejos.sourcefoge.net. For setting up a LeJOS installation refer to the LeJOS documen-
tation or Ferrari et. al. [2]. 
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2 Artificial Intelligence applications 

2.1 Neural Network: The Backpropagation algorithm 

For the neural network example, the task was to learn and apply the backpropagation 
algorithm as it is described by Rich and Knight [11]. We had to model a backpropaga-
tion network for our mobile robot. The robot has three inputs (two touch sensors and 
one light sensor) and two outputs (two motors) as shown in Fig. 1.a. So, we can use a 
three layer backpropagation network as shown in Fig. 1.b. 

 
Sensor 1 

 
Sensor 2 Sensor 3 Sensor 1 Sensor 2 Sensor 3 

 
 

 
Motor A 

  
Motor C 

 
Motor A 

 
Motor C 

 

a) The roverbot to model b) The backpropagation network 

Fig. 1. The robot input/outputs and its backpropagation network 

The use of a three layered network and three units in the hidden layer was just an 
arbitrary decision influenced by teaching purposes. 

To define input-output vector pairs for using in the backpropagation network, from 
the robot input-output (sensor-motor), we had to identify what was going to learn the 
robot. We defined four basic behavior rules: 
1. Forward: if sensor 1 is off, and sensor 2 is over white floor, and sensor 3 is off, 

then Motor A and Motor C go forward (the robot goes forward). 
2. Turn right: if sensor 1 is on, then Motor A goes forward, and Motor C goes back-

ward (the robot turns right). 
3. Turn left: if sensor 3 is on, then Motor A goes backward, and Motor C goes for-

ward (the robot turns left). 
4. Backward: if sensor 2 is over black floor, then Motor A and Motor C go backward 

(the robot goes backward). 
 
We translated these rules to training examples for the backpropagation network as 

shown in Table 2. 

x0 x1 x2 1 

h0 h1 1 

o0 o1 

hidden layer 
w2ij 

w1ij 
input layer 

output layer 
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Table 2. The rules to learn as training examples 

Training examples Rule Sensor 1 Sensor 2 Sensor 3 Motor A Motor C 
Forward 0 0 0 1 1 
Turn right 1 0 0 1 0 
Turn left 0 0 1 0 1 
Backward 0 1 0 0 0 

      
 Input vectors Output vectors 

 
The input-output vector pairs are the examples we used to train the backpropaga-

tion network. This way, our mobile robot learnt to move forward, turn right, turn left 
and backward, based in its sensor states. Additionally, we did not define a rule when 
both, sensor 1 and sensor 2 were both on, but the backpropagation network gave the 
robot an emergent behavior for such case. 

For the development process we used a Java-based graphic interface (Fig. 2), 
where it is possible to train and test the neural network. This way, at the final devel-
opment cycle, we trained the backpropagation network, and found that it learnt the 
rules in 500 epochs, that required less than 1 second in a Windows XP system with 
256 MB RAM, and a 1.8 GHz processor. 

 

  
a) BPN training phase b) BPN testing phase 

Fig. 2. A Java-based graphic interface for the development process. 

The program code was compiled with the LeJOS compiler (lejosc) and 
downloaded to the RCX with the LeJOS loader (lejos), as shown in [12]. The pro-
gram ran well in the RCX, but requires about 5 minutes to train 500 epochs. It is bet-
ter to train the network in a desktop computer and then download the program to the 
RCX. 

2.2 Genetic Algorithm 

In order to give the mobile robot an artificial intelligence program that could by itself 
choose the correct way to response to the signals being received by its sensors an Ar-
tificial Neural Network application was created, but of course the program needs to be 
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trained first, which poses a slight computational problem, the RCX by itself takes a 
considerable amount of time to process the information needed to be correctly trained, 
in this case when using the backpropagation algorithm took about 500 epochs to get 
the responses right, which translates to 5 minutes of processing time at the RCX. And, 
to learn an obvious emergent behavior – not defined by given rules in Table 2 – like 
both sensor 1 on and sensor 3 on, it took to the backpropagation network more than 
5000 epochs to learn move backward. 

The way chosen to tackle this problem was to optimize the backpropagation algo-
rithm with the use of a simple genetic algorithm as described by Goldberg [3] im-
mersed in the error minimization function, and get all the processing done on a desk-
top computer. This way, what was tried to accomplish was to get the correct weight 
values for each of the layers on the neural network, and then transfer those values to 
the neural network on the RCX, and so completing the training of the network without 
having to wait for the brick to get the entire math done. 

The first thing done to get the genetic algorithm working was to create some useful 
functions that would be needed along the whole process more than one time. These 
were the functions to convert from real numbers to binary ones; the function to obtain 
the current values if the population when applied to the mathematical evaluation func-
tion, the roulette count for each of the population values and of course the function to 
convert back the binary numbers to real ones. 

The next functions to get done where the most important ones, the coupling func-
tion and the mutation function. For the former one a few randomization operations 
were needed, especially when choosing the couples to reproduce and the point of in-
sertion of each portion of the binary value that would finally create the new values. 
The latter one uses also a randomization function, but it’s used to create a probability 
operation to choose if any of the binary values should mutate when passing to the next 
generation which would represent a change of one of its binary numbers. 

After getting all these functions done the only thing needed is to create an encapsu-
lation for them, that is a program that uses the functions in the correct order and that 
using recursive programming can evolve the evaluation of the mathematical function 
in order to get the correct values of the weights by passing the values obtained after 
the mutation and coupling functions back to the genetic algorithm so it can start proc-
essing them all over again. 

2.3 The Computer Vision Algorithm 

One of the biggest issues in artificial intelligence is to simulate the way the human vi-
sion works, the computational power needed to correctly interpret the images cap-
tured in real time represents a huge obstacle to the development of this area. DeSouza 
and Kak survey the developments of robot vision navigation since 1980s [1]. Here, 
we applied just only one algorithm, mainly trying to discern different objects viewed 
across a camera. The whole point of it was to get the mobile robot to recognize and 
differentiate between two different objects and advance towards them in order to grab 
the one the user has ordered to be captured. This was planned to be done by using 
edge detection and remote controlling the robot. 
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Before even attempting to program anything the correct tools must be present, and 
one of these tools was the Java Media Framework [7] which presents libraries and 
methods to properly use the images captured by a camera, in this case a small web-
cam attached to the robot’s body (Fig. 3.a). Other tools are the LeJOS Vision classes 
in vision.jar and remote control classes rcxcomm.jar and pcrcxcomm.jar 
to remotely control the Lego robot through the infrared tower, manually using buttons 
in an own graphic interface (Fig. 3.b) or automatically using commands in the vision 
program. 

 

 
 

a) A small webcam attached to the robot’s 
body 

b) The Java-based graphic interface to con-
trol the robot 

Fig. 3. A small webcam for the robot vision 

For this program one of the most basic edge recognition algorithms was used –the 
Sobel algorithm [10]– which uses convolution masks to determine the difference be-
tween pixels that are next to each other and find the edges on an image. 

The biggest issue present when programming this application was to manipulate 
correctly the images by it’s pixels. Therefore a function that can convert an image to 
an array of pixels on integer values it’s needed. Fortunately Java provides a very easy 
to use method on its image libraries that is called PixelGrabber and it does precisely 
the work that is needed to be done. With the pixels already on an integer array it is 
only needed then to translate the Sobel algorithm into a function which at the end re-
turns an array of pixels where the edges found get a different color. Another useful 
Java method can render an image out of the pixel array finally showing on screen the 
original image with the edges marked. 

In this case we used two different objects to work with, a cylinder and a sphere. 
After getting the Sobel function working the next thing needed is to create a function 
that searches for the edge pixels and checks if they all make a geometrical figure a 
rectangle or a circle. The search is done by searching for pixels next to each other. To 
find the rectangle if two parallel lines are found connected to two perpendicular ones 
the image is recognized. For the sphere the pixels need to be connected in one of four 
ways - to the left and below, right and below, left and above and right and above – so 
the circle is drawn. 

After that the work becomes simpler, a small program that lets the user choose be-
tween the object to look for needs to be done and using the Java Media Framework 
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the image being captured it’s shown to the user so he can check how the mobile robot 
looks for the geometrical figure on it. 

2.4 Speech Recognition and Synthesis 

In order to “talk” with our mobile robot a chat interface was designed to give orders 
to the robot and to receive response from it (Fig. 4.a). This way, we can see what the 
robot see (Fig. 4.b), and tell what to do, e.g., move forward, backward, turn right, turn 
left, move camera up or down, and so on. 

 

 
 

a) A remote control chat interface b) The robot vision 

Fig. 4. The remote control interface 

Trying to give simple voice orders to the robot and receive responses from it in the 
chat interface, we used Sphinx 4, a Java Framework for speech recognition [14]. For 
the speech recognition we used a little grammar like is required by Sphinx: 
grammar move; 

public <greet> = ( go | turn | camera ) ( up | down | 
left | right | stop | backward | forward ); 

3   Conclusion 

Learning artificial intelligence in a one semester course using mobile robots is a more 
different and entertainment task than the traditional way – with a lot of theory and 
some programs. At the beginning students become disconcerted when the teacher tells 
them they have to learn and apply some artificial intelligence algorithms in a little 
Lego toy. But, it becomes very interesting to understand first how to program the 
Lego robot, and second, trying to program some algorithms, using only the Java lan-
guage. 
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