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Abstract. Emotional speech recognition has been studied using different 

approaches, which some works use real emotions and other uses acted ones, 

usually real emotional speech databases include like two or three emotions and 

acted ones have five or more, for this work Berlin Emotional Speech Database 

[1] was selected due to its availability, which has 535 sentences expressed  in 

seven emotions (anger, boredom, disgust, happiness, sadness, fear and neutral), 

recorded by 10 professional actors (five men and five women), 10 different 

sentences in German language were considered, the contribution of this paper, 

is a 99.2% recognition rate for sadness emotion, in literature [3] 86.35% has 

been report, using same database. 

Keywords: Emotional speech recognition, stratified cross validation, feature 

selection, emotional database. 

1   Introduction 

Speech interaction in human-machine communication has relevant information 

besides verbal, such as emotive data; there are some applications like measuring 

immersion in virtual reality environments [8], automatic search in television or films 

[3], recognition and synthesis of emotions in agents systems [9], etc. 

Several databases has been created with emotional states classification purposes, 

most of them handle anger, sadness, happiness and fear mainly, most databases were 

generated using simulated emotions, due to real emotions are hard to classify for 

humans or computers [7]. 

2   Corpus 

Berlin Emotional Database [1] was chosen, due to its availability, this corpus contains 

535 utterances recorded by 10 professional actors, 5 men and 5 women. The database 

includes 7 emotions (anger, sadness, happiness, fear, boredom, disgust and neutral) 
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and 10 sentences, for example „Der lappen liegt auf dem eisschrank‟ (The tablecloth 

is lying on the fridge).  

This database has 127 instances of anger, 81 of boredom, 46 of disgust, 69 of fear, 

71 of happiness, 62 of sadness and 79 of neutral. In order to see the database as a two 

class problem, all no sadness records were labeled as „x‟ thus the subset „x‟ has 473 

instances. 

3   Features 

All features extracted are statistical measures: maximum, minimum, mean, median, 

mode and standard deviation of amplitudes energy peaks, silence durations, pitch, 

pitch durations and sonority; maximum, mean, median, mode and standard deviation 

of energy; finally maximum, minimum, mean, median mode and standard deviation 

of maximums, minimums, means, modes and standard deviations of 13 MFCC‟s 

coefficients. 

4   Classification 

For classification and feature selection processes, weka open source software was 

used, available in [10]. 16 features were selected using Sequential Backward 

Elimination: median of amplitude energy peaks and pitch; mean and standard 

deviation of silence durations; standard deviation of pitch durations; max, min, mean, 

median and standard deviation of sonority; min and median of MFCC‟s maximums; 

min and standard deviations MFCC‟s minimums; min of MFCC‟s medians and mean 

of MFCC´s standard deviations. 

Simple-Logistic was experimentally chosen, the model can be seen in Table 1. 

 
Sadness Neutral 

28.25+ 

[Median of amplitude energy peaks]*-0.13+ 

[Mean silence durations]*-0.17+ 
[Standard deviation of silence durations]*0.11+ 

[Standard deviation of pitch durations]*0.11+ 

[Median of pitch]*-0.03+ 
[Maximum of sonority]*1.28+ 

[Minimum of sonority]*-25.73+ 

[Mean of sonority]*-20.02+ 
[Standard deviation of sonority]*-65.9+ 

[Median of MFCC´s maximums]*3.44+ 
[Standard deviation of MFCC´s minimums]*-4.65+ 

[Minimum of MFCC´s medians]*-0.64+ 
[Mean of MFCC´s standard deviations]*6.75 

-28.25+ 

[Median of amplitude energy peaks]*0.13+ 

[Mean silence durations]*0.17+ 
[Standard deviation of silence durations]*-0.11+ 

[Standard deviation of pitch durations]*-0.11+ 

[Median of pitch]*0.03+ 
[Maximum of sonority]*-1.28+ 

[Minimum of sonority]*25.73+ 

[Mean of sonority]*20.02+ 
[Standard deviation of sonority]*65.9+ 

[Median of MFCC´s maximums]*-3.44+ 

[Standard deviation of MFCC´s minimums]*4.65+ 
[Minimum of MFCC´s medians]*0.64+ 

[Mean of MFCC´s standard deviations]*-6.75 

Table 1. Simple-Logistic model obtain by weka open source software [10]. 
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5   Results and discussion 

Using the k-fold cross validation, with k=10, 99.25 % of recognition rate, 

confusion matrix can be seen in Table 2. Two false positives and 2 false negatives are 

the errors; a detailed accuracy by class is represented in Table 3. 

 

Sadness X  

60 2 Sadness 

2 471 x 

Table 2. Confusion matrix of sadness detection in Berlin emotional database. 

 

TP Rate FP Rate Precision Recall F-Measure Class 

0.968  0.004 0.968 0.968 0.968 Sadness 

0.996 0.032 0.996 0.966 0.966 x 

Table 3. Detailed accuracy by class. 

 

In literature, we found 82 % for sadness recognition [11], never the less, best 

recognition rate of this emotion was found in [3] with a 86.35 %. In this paper when 

the problem of 7 emotions is considered as a 2 class problem, recognizing sadness can 

be improved. 
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