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Abstract. Collaborative Filtering is one of the most important models
that have been implemented to support the retrieval of relevant informa-
tion for users of recommendation systems. This paper proposes a Collab-
orative Filtering model based on the Pearson correlation index and the
Robust Graph Coloring model. According to the results obtained from
three algorithms (Greedy, and two versions of GRASP) we can affirm
that it is possible to implement this model in a collaborative filtering
recommendation system that have thousands of users.
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1 Introduction.

The amount of information available on the Web grows exponentially every
year. In contrast, the retrieval of information relevant for a user becomes more
complicated. Nowadays there are two systems to support the user in this task:
the information search systems and recommendation systems. Both systems are
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glizbeth@correo.azc.uam.mx

?? Departamento de Sistemas, Universidad Autónoma Metropolitana Azcapotzalco,
Av. San Pablo 180, Col Reynosa Tamaulipas, C. P. 02200, México, D. F., México,
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designed to assist users in finding interesting items (documents, books, music,
video, websites, etc.). However, the search systems require users to formulate a
query in each search, contrary to the recommendation systems, which provide
their users with a continuous flow of items, without having to express explicitly
what to look for. To make this possible, the recommendation systems need to
model the interests of users (profiles). There are three approaches to define
a user profile: 1) Content-Based Filtering model: a set of weighted items, 2)
Collaborative Filtering model: evaluating a set of items, 3) Hybrid Filtering
model: uniting the two previous proposals.

Our research work seeks to develop a recommendation system, which aims
to support users in an University in their teaching and research activities, where
working groups share the same interests for information [6]. Specifically, in this
article, we propose a new model that of Collaborative Filtering that combines
the Pearson correlation index [12] and the Robust Graph Coloring model (RGC)
[16].

The Pearson correlation index is used to calculate the degree of similarity
between pairs of users and RGC is used to form communities. Commonly, the
CGR model is used to optimize the assignment of resources within a group of
users. However, we found that it can also be used to identify a set of users that
share the same interests, information, etc. and therefore, belong to the same
community with different degrees of affinity, for instance: compatible, indifferent
and incompatible. Based on these communities the system can make recommen-
dations on compatible items not known by the user, that other members of their
community have evaluated positively.

This paper is structured as follows: section 2 will be a brief introduction to
the Collaborative Filtering model, in Section 3 the RGC model is defined, Section
4 reviews the related work; in Section 5 a Collaborative Filtering model based
on the Pearson correlation index and the RGC model is proposed, in section 6
some preliminary results are shown, and finally, the conclusions are presented.

2 Collaborative Filtering.

A recommender system is intended to assist users in finding items (documents,
books, music, video, websites, etc.), that could be interesting for them. To achieve
this, a recommender system needs to know the interests of current users (pro-
files), as well as monitor their evolution over time. Recommender systems employ
three types of models of information filtering [1]:

1. Content-Based Filtering model. The items are indexed by topic (in the form
of keywords). The profile is given by a set of issues weighted by the same
user, which characterize their interests. The model proposes to make a cor-
respondence between the indices of the items and the user’s profile, in order
to suggest the most relevant items.

2. Collaborative Filtering model. Involves a community of users through the
principle of mutual help: each member of the community receive recom-
mendations of items that other members have deemed interesting. This is
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possible because these members previously have provided their opinions (as-
sessments) on the items. The user profile is formed with their own evaluations
of items. Thus, the system may recommend items from the correspondence
between user profiles.

3. Hybrid Filtering model. Consists in the articulation of the Collaborative
Filtering and Content-Based filtering. Both approaches come together syn-
ergistically, i.e. Hybrid Filtering creates an outcome that takes advantage of
both models and maximize their qualities.

While our ultimate goal is to develop a recommender system that incorpo-
rates a Hybrid model of information filtering, this article is focused in proposing
a new model for Collaborative Filtering. Collaborative Filtering simulates the
natural recommendation process between two people who have similar tastes on
any item. To achieve this, Collaborative Filtering finds a community of people
(users), who from the discovery of an item decides to provide freely their opinion.
This opinion is determined by an assessment scale, for instance: 1 - Not impor-
tant 2 - Somewhat important 3 - moderate 4 - good 5 - very good. The group
of items becomes the user profile. The model allows to determine the degree
of similarity between pairs of users, from the correspondence of their profiles;
and finally, the system gives the recommendation(s) for each user. These can be
obtained using algorithms that are commonly classified into two types [3]:

1. Algorithms based on memory. These algorithms employ heuristic techniques
to make predictions based on assessments of the entire collection of items
evaluated by all users. The value of unknown rc,s for user c and item s is
calculated based on the affinity of the evaluations of other users on the same
item.

2. Algorithms based on the model. These algorithms employ the collection of
assessments as the basis for a model, which is used to make predictions about
assessments. Probabilistic models are used in calculating the probability that
the user c provide an assessment particular rc,s for the item s.

A comprehensive state of the art in filtering algorithms can be found in
[1]. Specifically, our model of Collaborative Filtering is based on memory and
uses the Pearson correlation index as a measure of affinity between users and
the RGC model to determine user communities of different sizes and different
degrees of affinity, and thus obtain a set of recommended items. The following
section describes formally RGC.

3 Robust Graph Coloring.

The problem of resources optimization, where a set of users compete for a limited
set of resources, has inspired several models for its solution [5]. For example, the
Minimum Coloring model (MC) and the Robust Graph Coloring model (RGC)
[16]. In the MC model the assignment of a resource is indicated only as prohibited
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or permitted. In contrast, the RGC model indicates degrees of feasibility to share
a particular resource.

The RGC model defines two graphs: the original and complementary. The
original graph G = (V,E), consists of a set of vertices V , representing users and
a set of edges E = {i, j}, representing the incompatibilities among users i and
j. The complementary graph Ḡ is made up by the same set of vertices V and all
edges not included in the set E which is denoted as:

{i, j} ∈ Ē ⇔ {i, j} 6∈ E

Therefore, Ḡ = (V, Ē).
The set Ē is penalized by a value of incompatibility Pi,j between two users.

Pi,j is a measure of how undesirable is that two vertices have the same color.
While the share of the same color is more undesirable between i and j, the value
of the penalty will be greater. A C(i) color (resource) is assigned to each vertex
i, and Ck is the set of all colors assigned to the vertices of the model.

The function of rigidity R(Ck), is defined as the sum of penalties of up edges
whose end vertices have the same color:

R(Ck) =
∑

{i,j}∈Ē,C(i)=C(j)

pij

In this way, the goal of RGC is to get a Ck that is valid in G and has a
minimal value of R(Ck) in Ḡ.

One property of the RGC model is that requires an equal or greater value
than the minimum number of colors required to get a valid solution in G, since
the objective is to optimize the rigidity and not minimize the number of colors
used. However, the model requires the specific number of colors to be used in
the instance, which represents the number of resources available.

The Collaborative Filtering model proposed in this work must be heuristic,
because of the computational complexity of the RGC model [16]. In the next
section a review of the related work will be made.

4 Related work.

Collaborative Filtering algorithms based on memory determine the similarity
(affinity) between two users in order to build communities and ultimately make
recommendations to the items most relevant to each user.

The two most popular approaches for determining similarity between two
users are the correlation-based approach [12] and the cosine-based approach [3].
Also, there are studies that have proposed extensions to the techniques based
on correlation based on the cosine. In particular, we refer the work of Breese [3],
which proposes a method called the default voting (rating). Chen [4] proposes
a graphical similarity between items and from them creates an array of affinity
between users similar to that generated by the Pearson correlation index.
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To solve the Collaborative Filtering models, heuristic solution techniques are
used; we can mention Kpodjedo [9], which proposed a taboo object-oriented algo-
rithm, to identify critical classes (in object-oriented paradigm) in which a tester
should focus their testing. On the other hand, Al-Shamri [2] proposes a fuzzy
model to segment the population. This model uses an algorithm metaheuristics
(genetic) which considers a modified Euclidean distance function instead of a
correlation matrix.

There are some works where a Collaborative Filtering model is proposed
like Wang [14], Huang [8] and Chen [4]. A related model to ours is [13]; this
model seeks to define a distance between users, and for each of them finds their
closest peers. However this model does not create communities that optimizes the
affinity between the members, so this model can not generate recommendations
with different levels of affinity for the members. Another related work is [15],
where a clustering-based model, similar to standard coloring (where only the
original graph is considered) is proposed, the model considers one community
for the user, this caracteristic does not allow to measure how related to other
communities is the user.

5 Collaborative Filtering Model Based on Robust Graph
Coloring.

We propose a collaborative filtering model based on memory to build a recom-
mender system. The system will obtain a prediction of the evaluation ru,i, of the
user u on item i, based on assessments made by other users. The general idea
of the model is to use the Pearson correlation index as a measure of the affinity
(or dislike) between two users, then use this index to identify communities, i.e.
groups of users with similar tastes, and finally make recommendations for the
most relevant items to each user. The model of RGC will find the communities
with higher affinity between its members, minimizing incompatibilities (rigidity)
of the total users, and forbiding the inclusion of users with antagonistic tastes
in the same community. Our premise is that the information in the Pearson ma-
trix correctly reflects the tastes of users. In this way, the Collaborative Filtering
model comprises the following steps:

1. We define the coefficient of incompatibility between two users as the com-
plement of the Pearson correlation coefficient:

pi,j =
1
2
−

∑
I∈Iu∩Iw

(ru,i − r̄u)(rw,i − r̄w)
2σuσw

Where:
– ru,i is the assessment given by the user u to item i.
– rw,i is the assessment given by the user v to the item i.
– r̄u and r̄w are the average of the assessments issued by users u and w

respectively.
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– σu, σw is the standard deviation of the assessments of u and w respec-
tively.

– Iu, Iw is the set of items evaluated by the user u and w respectively.
When this number is very small, indicates that users u and w have a high
affinity; when the number is very large, indicates that users u and w have
opposite affinity. Other measures of similarity can be used; however, as an
instance of aplicability in this work a Pearson correlation index is detailed.

2. In the CR model, each vertex represents a user. Given two users u and w the
value pu,w represent the difference in taste between the two users. If the value
of pu,w is very close to 0 we had ”a match made in heaven”, with a value of
0.5 we got ”indifference”, and for a value close to 1 we got ”a match made
in hell”. For this reason, for every value equal or bigger than 0.5 we made a
prohibition that both users can belong to the same community, introducing
an edge in E.
In contrast, all the edges not included in E belong to the complementary
graph Ḡ = (V, Ē). The goal is to find a valid coloring Ck whose rigidity
R(Ck) is minimal. In this way, the vertices with a small coefficient of incom-
patibility will have the same color (same community) and the vertices with
an incompatibility bigger than 0.5, the vertices will be painted with different
colors (different communities).

3. We define γ the average number of users per community related, as follows:

γ =
v

k

Where v is the number of users and k is the number of communities. Since a
user can determine values of γ to obtain recommendations from other users
with different degrees of affinity. These degrees of affinity, in turn, determine
levels of quality in the recommendation.
If we choose 5 degrees of affinity, for instance γ = 3, 6, 10, 20 and 30, we ob-
tain the following recommendations qualities: the items from the first 3 users
are considered as ”highly recommended” while the recommendations from
the following 3 user (6−3) will be considered ”very good recommendations”,
the items from the following 4 user (10− 6) will be considered ”moderately
recommended, the following items from the following 10 users (20− 10) will
be considered ”slightly recommended” and the items in the last 10 (30−20)
will be considered ”poorly recommendable”. For 5 degrees of affinity, the
algorithm must be run 5 times, with different values of γ. This caracteristic
is an improvement of the aproach of [15] which only allows one community
for each user.
One application of this model is a recommendation system for a university
community, which is under development. The values of γ may be defined
by the system administrator, or may be determined by the user, who will
be based on their experience in using the system to fix this. One way to
make the recommendations will be updated based on evaluations of users
daily, and send recommendations to mail users. At this time, we are focused
on experiencing different algorithms to solve instances of the RGC model.



Title Suppressed Due to Excessive Length 7

In the medium term, we will deliver a prototype of this recommendation
system using as an instance the database of MovieLens. The following section
presents the results of existing algorithms to solve the RGC model.

6 Experimental results.

At present, there are good algorithms to solve this in a reasonable time, e.g. Guo
[7] between others. We generated some algorithms that solve several instances of
the order of a thousand vertices, in reasonably short time. These instances were
executed on a Pentium 4 processor at 1.2GHz. The following comparison table,
shows the results obtained by executing three algorithms: Greedy, GRASP ,
and GRASP Improved of instances very similar to those generated in a matrix
of incompatibilities between users, just like the ones used in a Collaborative
Filtering instance. A detailed description of the algorithms is made in [10] and
[11]. The uncertainty values indicate the rigidity for a population of v users with
k communities. The figure after the slash indicates the average time of execution
of each instance in seconds.

Instance Type of solution algorithm (γ = 3)

v k Greedy
R(Ck)/secs

GRASP-1
R(Ck)/secs

GRASP-2
R(Ck)/secs

100 34 24.4± 1.7/0.02 16.8± 1.4/0.10 14.5± 0.9/0.12

200 67 41.6± 2.0/0.17 24.8± 1.5/0.95 22.9± 1.3/0.96

300 100 60.1± 1.8/0.58 32.3± 2.4/4.2 28.5± 1.2/3.60

400 133 82.3± 2.3/1.1 36.8± 1.8/10.5 35.2± 1.3/8.40

500 167 105.1± 2.6/2.6 49.1± 1.5/22.2 37.5± 1.8/16.1

600 200 128.7± 2.6/4.6 45.1± 1.6/38.3 43.1± 1.4/28.2

800 267 175.4± 3/10.7 52.3± 1.9/96.1 50.8± 1.6/71.9

900 300 199.3± 3.2/15.2 54.3± 2.0/143.3 53.4± 2.6/102

1000 333 223.3± 3.8/22 60.7± 2.3/199 58.1± 2.2/143

Table 1. Experimental results

According to these data, for 1000 users, to generate the recommendations
will requiere 143 ∗ 5 = 715 minutes = 12 minutes, which is a very reasonable
running time for a daily maintenance system.

Conclusions.

This article presented a Collaborative Filtering model that combines the Pearson
correlation index and the model Robust Graph Coloring. The Pearson correlation
index is a measure that allows to calculate the degree of affinity or dislike between
users. The result is expressed in a matrix that feeds the RGC model to form
communities.
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The model of Collaborative Filtering was formalised and some instances of
test were presented, which were solved using three generic algorithms: Greedy,
and two versions of GRASP. Based on the experimental results, the algorithms
provide good results with solution times in the order of minutes on a Pentium
4 processor at 1.2GHz. A study with the database of MovieLens, as an instance
for the model proposed in this work, is being developed.

In the medium term, this model will be implemented in a collaborative filter-
ing recommendation system for a university community. Given the characteris-
tics of the proposed filtering model, an implementation with a daily update for
a population of thousands of users is feasable.
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